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Abstract

This thesis focuses on the Aumann integral of set-valued random vari-

ables and its properties. We started off by studying the space in which

this integral lies: hyperspace endowed with the Hausdorff metric. We

considered convergence on a hyperspace with respect to the Hausdorff

metric and reviewed the works of Kuratowski, Mosco in trying to ab-

stract topologically, the Hausdorff convergence; this led to a comparison

between weak, Wijsmann, Kuratowski-Mosco convergences to Haus-

dorff convergence. We proceeded to see the conditions under which

a set-valued random variable is measurable, integrable and integrably

bounded. Finally, we defined the class of integrable selections of an in-

tegrable set-valued random variable and used it to define the Aumann

integral, and went further to prove and outline sufficient conditions for

the Aumann integral to be convex and closed-valued respectively.
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CHAPTER 1

Hyperspaces and Hausdorff Metric

1 Introduction to Hyperspaces

As technology advances, scientific research prospect is on the increase

too. Prior to the advent of high performance computing (HPC),

experimental designs were limited to parameters that have ’measurable’

real number values. For instance

• height of each member of a population;

• number of hydrogen and oxygen required to produce a molecule

of water;

• amount of interest that accrues in a time given a capital, etc.

All these are modeled with real-valued functions.

Recently, interests have deviated a bit. Scholars now think of how to

model abstract things like:

• how can we keep track of the face of a lady even when she is

wearing a makeup?

• how can we keep tract of body cells and be able to say-this is

a cancerous cell with a particular property?

These are interesting questions researchers working on image processing

try to answer.

Experimental designs of this nature are done on hyperspaces.

Let (E, d) be a metric space. We seek to study the collection of all

nonempty closed subsets of E called Hyperspace and maps that are

1



2 1. HYPERSPACES AND HAUSDORFF METRIC

hyperspace-valued. Of particular interest are those set-valued maps

that are measurable, called set-valued random variables or random sets.

Generally, E will denote a metric space (or a normed linear space);

P(E), the power set of E;

P(E), family of all nonempty closed subsets of E;

c, k, b will denote convex, compact and bounded respectively so that

Pbc(E) is the family of all nonempty closed bounded convex subsets of

E;

Pkc(E), family of all nonempty compact convex subsets of E, etc.

In this wrok, most theorems, lemmas, definitions etc are adapted from

Li et al. (2002).

Definition 1. Let E be a normed linear space.

(1). For A,B ∈ P(E) the sum of A and B denoted by A⊕B is defined

as

A⊕B = cl{a+ b : a ∈ A, b ∈ B},

where cl is the closure of the set A+B = {a+ b : a ∈ A, b ∈ B}

taken in E;

(2). For λ ∈ R,

λA = {λa : a ∈ A}.

We remark that for A,B ∈ P(X) and λ ∈ R,

A⊕B ∈ P(X) and λA ∈ P(X).

Theorem 1. If A,B ∈ Pkc(E), then

(i). A⊕B = A+B;

(ii). A+B is compact;

(iii). A+B is convex.
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Proof Let A,B ∈ Pkc(E).

i). By definition, A+B ⊂ A⊕B.

Let x ∈ A⊕B. Then we can find {xn} ⊂ A+B, {an} ⊂ A,

{bn} ⊂ B, n ≥ 1 such that an + bn = xn −→ x as n −→∞.

Since A and B are compact, we can find {ank} ⊂ {an}, {bnj} ⊂

{bn}, a ∈ A, b ∈ B such that

‖ank−a‖ ≤
ε

4
and ‖bnj−b‖ ≤

ε

4
, ∀ k ≥ N1, j ≥ N2 for someN1, N2.

Let N3 = max{N1, N2}. Then

‖ani − a‖ <
ε

4
and ‖bni − b‖ <

ε

4
, ∀ i ≥ N3.

So that

‖xn − (a+ b)‖ = ‖an + bn − a− b‖

≤ ‖an − ani‖+ ‖bn − bni‖+ ‖ani − a‖+ ‖bni − b‖

<
ε

4
+
ε

4
+
ε

4
+
ε

4
= ε.

Hence, A⊕B = A+B.

ii). Since E is a metric space, it suffices to prove sequential compact-

ness. Let {xn} ⊂ A+B, n ≥ 1. Then, we can find {an} ⊂ A, {bn} ⊂ B

such that xn = an + bn, n ≥ 1.

By compactness of A and B there exists {ank} ⊂ {an}, {bnj} ⊂

{bn}, a ∈ A, b ∈ B such that

‖ank−a‖ ≤
ε

2
and ‖bnj−b‖ ≤

ε

2
, ∀ k ≥ N1, j ≥ N2 for some N1, N2.

Let N3 = max{N1, N2}. Then

‖ani − a‖ <
ε

2
and ‖bni − b‖ <

ε

2
, ∀ i ≥ N3.
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Thus, ∀ i ≥ N3,

‖xni − (a+ b)‖ = ‖ani + bni − a− b‖

≤ ‖ani − a‖+ ‖bni − b‖

<
ε

2
+
ε

2
= ε.

Hence, A+B is compact.

iii). Let x = a1 + b1 ∈ A+B and y = a2 + b2 ∈ A+B.

For λ ∈ [0, 1],

λx+ (1− λ)y = λ(a1 + b1) + (1− λ)(a2 + b2)

= λa1 + (1− λ)a2 + λb1 + (1− λ)b2 ∈ A+B

since A and B are convex.

�

It follows from theorem 1 that A,B ∈ Pkc(X) implies A+B ∈ P(X).

2 Hausdorff Metric

Let A,B ∈ P(E). Suppose A 6= B. i.e., A ⊂ B and B ⊂ A do not

hold simultaneously. We desire to quantify the discrepancy/mismatch

between A and B (that makes them different). A natural place to start

is to begin with what is known.

Assume A = B. Then for each a ∈ A, we can find b ∈ B such that

a = b (2.1)

Equation 2.1 implies d(a,B) ≤ d(a, b) = 0 for all a ∈ A where d(a,B) =

infb∈B d(a, b). Thus,

supa∈A d(a,B) = 0 ⇒ d(A,B) = 0 where d(A,B) = supa∈A d(a,B).
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Following same arguments, we have d(A,B) = 0 and

max{d(A,B), d(B,A)} = 0. Suppose, without loss of generality, there

is a ∈ A such that for all b ∈ B, a 6= b. Then A and B are closed

implies d(A,B) > 0 and d(B,A) > 0. So, d(A,B) and d(B,A) give

the mismatches between A and B and max{d(A,B), d(B,A)} gives the

highest discrepancy between A and B.

Theorem 2. Let E be a metric space and for A,B,C ∈ Pb(E), let

H : Pb(E)×Pb(E)→ R be given by

H(A,B) = max{d(A,B), d(B,A)}.

Then

(i). H(A,B) ≥ 0,

(ii). H(A,B) = 0 ⇐⇒ A = B,

(iii). H(A,B) = H(B,A),

(iv). H(A,B) ≤ H(A,C) +H(C,B).

Proof

i). By definition, H(A,B) = max{d(A,B), d(B,A)} ≥ 0.
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ii). Since A and B are closed,

H(A,B) = 0⇔ max {d(A,B), d(B,A)} = 0

⇔ max

{
sup
a∈A

inf
b∈B

d(a, b), sup
b∈B

inf
a∈A

d(a, b)

}
= 0

⇔ sup
a∈A

inf
b∈B

d(a, b) = 0 and sup
b∈B

inf
a∈A

d(a, b) = 0

⇔ inf
b∈B

d(a, b) = 0, inf
a∈A

d(a, b) = 0, ∀a ∈ A, b ∈ B

⇔ ∀ n ≥ 1, ∃ bn ∈ B, an ∈ A : bn → a, an → b as n→∞

⇔ a ∈ B and b ∈ A, ∀ a ∈ A, b ∈ B

⇔ A = B.

iii).

H(A,B) = max {d(A,B), d(B,A)}

= max {d(B,A), d(A,B)}

= H(A,B).

iv). For all a ∈ A, b ∈ B and c ∈ C,

d(a, b) ≤ d(a, c) + d(c, b) (2.2)

Taking infimum of both sides over a ∈ A,

d(b, A) ≤ d(c, A) + d(c, b)

Taking infimum over c ∈ C and observing infc∈C ≤ d(c, A),

d(b, A) ≤ d(c, A) + d(b, C)

We now take supremum over b ∈ B and c ∈ C to get

d(B,A) ≤ d(C,A) + d(B,C)

≤ max {d(C,A), d(A,C)}+ max {d(B,C), d(C,B)}
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So that

d(B,A) ≤ max {d(C,A), d(A,C)}+ max {d(B,C), d(C,B)} (2.3)

Following same procedure as in 2.2 beginning with infimum over b ∈ B,

we have

d(A,B) ≤ max {d(A,C), d(C,A)}+ max {d(C,B), d(B,C)} (2.4)

Hence, by 2.3 and 2.4,

H(A,B) = max {d(A,B), d(B,A)}

≤ max {d(A,C), d(C,A)}+ max {d(C,B), d(B,C)}

≤ H(A,C) +H(C,B).

�

Remarks 1.

(1). By Theorem 2 we have proved H is a metric on Pb(E)

(2). If E is a normed linear space and we take B = {0}, then

H(A, {0}) = max {d(A, {0}), d({0}, A)}

= max

{
sup
a∈A

d(a, 0), d(0, A)

}
= sup

a∈A
‖a‖ ≡ ‖A‖P

So, by ‖A‖P we mean the distance between A and {0} with respect

to the metric H.

It easy to verify that A ⊂ E is bounded if and only if ‖A‖P is finite.

Furthermore, for any arbitrary index set I, we say {Aα}α∈I is Uni-

formly bounded if supα∈I ‖Aα‖P <∞.
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(3). H is called the Hausdorff metric/distance on Pb(E).

We now give examples to illustrate how the Hausdorff metric can be

computed. For ease of computations, we illustrate in R and in R2 with

their usual metrics.

Let X = R. Compute the distance between

i). A = [2, 4], B = [7, 10]

ii) A = [2, 4], B = [−3, 3]

iii). A = [−9.5, 1] ∪ [1, 20], B = [2, 8] ∪ [25, 30]

iv). A = B1(0) (closed unit ball in R2), B = {(−3,−4), (4,−4), (2, 1)}

Solution

i). A = [2, 4], B = [7, 10]

d(A,B) = sup
a∈A

d(a,B) = sup
a∈[2,4]

|a− 7| = |2− 7| = 5

d(B,A) = sup
b∈B

d(b, A) = sup
b∈[7,10]

|b− 4| = |10− 4| = 6

Hence,

H(A,B) = max {5, 6} = 6.

ii). A = [2, 4], B = [−3, 3]

d(A,B) = sup
a∈A

d(a,B) = sup[0, 1] = 1

d(B,A) = sup
b∈B

d(b, A) = sup[0, 5] = 5

Hence,

H(A,B) = max {1, 5} = 5.

iii). A = [−9.5, 1] ∪ [1, 20], B = [2, 8] ∪ [25, 30]

d(A,B) = sup
a∈A

d(a,B) = sup[1, 11.5] = 11.5
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d(B,A) = sup
b∈B

d(b, A) = sup[1, 10] = 10

Hence,

H(A,B) = max {11.5, 10} = 11.5.

iv). A = B1(0) , B = {(−3,−4), (4,−4), (2, 1)}

‖(−3,−4)‖ =
√

(−3)2 + (−4)2 = 5; d((−3,−4), A) = 4

‖(4,−4)‖ =
√

42 + (−4)2 = 4
√

2; d((4,−4), A) = 4
√

2− 1

‖(2, 1)‖ =
√

22 + 12 =
√

5; d((2, 1), A) =
√

5− 1

d(A,B) = sup
a∈A

d(a,B) = sup[
√

5− 1,
√

5 + 1] =
√

5 + 1

d(B,A) = sup
b∈B

d(b, A) = max
{

4, 4
√

2− 1,
√

5− 1
}

= 4
√

2− 1

Hence,

H(A,B) = max
{√

5 + 1, 4
√

2− 1
}

= 4
√

2− 1.

Notice in each case, d(A,B) 6= d(B,A) since by definition,

sup
a∈A

d(a,B) 6= sup
b∈B

d(b, A).

3 Properties of Hausdorff Metric

Here, we seek to prove, among others, an important property of the

Hausdorff metric: Pb(E) endowed with H is a complete metric space.

To this end, we make the following preparations.

Definition 2. Let ε > 0. The ε-neighourhood of A denoted by Aε

is defined as

Aε = {y ∈ E : d(y, A) ≤ ε}
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where A ⊂ E and X, d have their usual meanings.

Lemma 1. Let A be bounded. Then Aε is bounded.

Proof Since A is bounded, there is c > 0 such that diam(A) ≤ c.

Let y ∈ Aε. For any x, z ∈ A,

d(y, x) ≤ d(y, z) + d(z, x)

≤ d(y, z) + diam(A)

≤ inf
z∈A

d(y, z) + c

≤ d(y, A) + c

≤ ε+ c.

Thus, for any other p ∈ Aε,

d(y, p) ≤ d(y, x) + d(x, p)

≤ 2ε+ 2c.

Hence, diam(Aε) ≤ 2ε+ 2c, for all p, y ∈ Aε implies Aε is bounded.

�

Lemma 2. Let ε > 0. Then Aε is a closed set for all A ⊂ E.

Proof By definition, Aε ⊂ Aε.

Let x ∈ Aε. Then there is {xn} ⊂ Aε such that d(xn, x) → 0 as

n→∞. By triangle inequality,

d(x,A) ≤ d(x, xn) + d(xn, A)

≤ d(x, xn) + ε

⇒ d(x,A) ≤ lim
n→∞

d(x, xn) + ε

So that x ∈ Aε implies Aε is closed.

�
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Lemma 3. Let ε > 0. Then H(A,B) ≤ ε if and only if A ⊂ Bε

and B ⊂ Aε.

Proof

H(A,B) ≤ ε ⇔ max

{
sup
a∈A

d(a,B), sup
b∈B

d(b, A)

}
≤ ε

⇔ sup
a∈A

d(a,B) ≤ ε and sup
b∈B

d(b, A) ≤ ε

⇔ ∀ a ∈ A, d(a,B) ≤ ε and ∀ b ∈ B, d(b, A) ≤ ε

⇔ ∀ a ∈ A, a ∈ Bε and ∀ b ∈ B, b ∈ Aε

⇔ A ⊂ Bε and B ⊂ Aε

The following lemma from elementary analysis will be useful also.

Lemma 4. Let {xn} be a sequence in E such that for n ≥ 1,

d(xn, xn+1) <
1

2n
.

Then, {xn} is a Cauchy sequence in X.

Proof Follows from triangle inequality and geometric series.

We are now ready to prove

Theorem 3. (Pb(E), H) is a complete metric space.

Proof Let {An} ⊂ Pb(E) be Cauchy. Let

A :=
⋂
j≥1

⋃
n≥j

An. (3.1)

To prove Theorem 3, it suffices to justify

i). A 6= ∅,

ii). A is closed,

iii). A is bounded,
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iv). H(An, A) < ε for all n ≥ N for some N.

i). Let ε > 0. {An} Cauchy implies there is N such that

H(An, Am) < ε ∀ m,n ≥ N.

In particular, for ε = 1
2k+20 , k ≥ 0

H(Ank , Ank+1
) <

1

2k+20
, ∀ nk ≥ N.

Thus, ∀ xnk ∈ Ank ∃ xnk+1
∈ Ank+1

such that

d
(
xnk , xnk+1

)
<

1

2k
, ∀ k ≥ 0.

By Lemma 4, we conclude xnk is a Cauchy sequence in X. Since E is

complete, there is x ∈ E such that xnk → x as k → ∞. Let j ≥ 1.

Then there is k0 such that for nk0 ≥ j, xnk0 ∈ Ank0 ⊂
⋃
n≥j

An. So that

for k ≥ 1 such that nk ≥ nk0 , we have xnk ∈
⋃
n≥j

An.

This implies j ≥ 1,

x = lim
n→∞

xnk ∈ cl

(⋃
n≥j

An

)
⇒ x ∈

⋃
n≥j

An, j ≥ 1

⇒ x ∈
⋂
j≥1

⋃
n≥j

An = A.

Hence, A 6= ∅.

ii). A is closed since arbitrary intersections of closed sets is closed.

iii). Since {An} is Cauchy, there is N such that for m,n ≥ N,
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H(Am, An) < ε. Take m = N, then for n ≥ N,

H(AN , An) < ε⇒ An ⊂ (AN)ε

⇒
⋃
n≥N

An ⊂ (AN)ε

⇒
⋃
n≥N

An ⊂ (AN)ε

⇒ A =
⋂
j≥1

⋃
n≥j

An ⊂
⋃
n≥N

An ⊂ (AN)ε

⇒ A ⊂ (AN)ε .

Since by Lemma 1, (AN)ε is bounded, it follows A is bounded.

Notice we applied Lemma 2 to conclude
⋃
n≥N

An ⊂ (AN)ε .

iv). To prove H(An, A) < ε, by Lemma 3 it suffices to prove

(a) A ⊂ (An)ε

(b) An ⊂ Aε

(a). Let x ∈ A :=
⋂
j≥1

⋃
n≥j

An. Then for j ≥ 1,

x ∈
⋃
n≥j

An ⇒ ∀ j ≥ 1, ∃ xn ∈
⋃
n≥j

An : xn → x as n→∞

⇒ ∀ j ≥ 1, ∃ xnk ∈ Ank : xnk → x as k →∞

⇒ d(xnk , x) <
ε

2
, ∀ k ≥ N1 for some N1

Since {An} is Cauchy, there is N2 such that

d(xnk , An) ≤ H(Ank , An) <
ε

2
, ∀ k, n ≥ N2.

Take N3 = max {N1, N2} , then

d(x,An) ≤ d(x, xnk) + d(xnk , An) <
ε

2
+
ε

2
= ε
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Implies for n ≥ N3, x ∈ (An)ε and consequently, A ⊂ (An)ε for all

n ≥ N3 which justifies (a).

(a). {An} Cauchy implies there is N4 such that for k, n ≥ N4,

H (An, Ank) <
ε

2k+100
.

By definition of H, this implies for all xn ∈ An, there is xnk ∈ Ank
such that for n, k ≥ N4,

d(xn, xnk) <
ε

2k+1

Take k = 1, then

d(xn, xnk) <
ε

22
(3.2)

Also, for n = nk+k > nk > k ≥ N4,

d(xk+1, xnk) <
ε

2k+1
⇒

∞∑
n=1

d(xk+1, xnk) ≤
ε

2
. (3.3)

But x = lim
k→∞

xnk for some x ∈ A as proved in (i) above. Thus, for

xn ∈ An, n ≥ N4 with 3.2 and 3.3 and triangle inequality, we have

d(xn, A) ≤ d(xn, x)

≤ d(xn, xn1) + d(xn1 , xn2) + · · ·+ d(xnk , xnk+1
) + d(xnk+1

, x)

≤ d(xn, xn1) +
k∑
i=1

d(xni , xni+1
) + d(xnk+1

, x)

≤ d(xn, xn1) +
∞∑
i=1

d(xni , xni+1
) + lim

k→∞
d(xnk+1

, x) as k →∞

<
ε

2
+
ε

2
= ε

Thus, xn ∈ Aε, n ≥ N4 implies An ⊂ Aε and this completes the

proof of (b).
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Let N = max (N3, N4) . Then for all n ≥ N, we have proved that

A ⊂ (An)ε and An ⊂ Aε. �

Theorem 4. Pk(E) is a closed subset in (Pb(E), H) .

Theorem 4 is an application of the following

Lemma 5. Let A ∈ P(E) and B ∈ Pk(E). Let ε > 0. If A ⊂ Bε,

then A ∈ Pk(E).

Proof Since E is complete, it suffices to show A is totally bounded.

B compact implies B is totally bounded. Thus, there is

{x1, x2, . . . , xn} ⊂ B such that B ⊂
n
∪
i=1
Bε(xi) implies A ⊂

(
n
∪
i=1
Bε(xi)

)
ε
.

By hypothesis, (compactness of B and A ⊂ Bε) for each a ∈ A there

is b ∈ B such that d(a, b) ≤ ε.

Hence,

d(a, xi) ≤ d(a, b) + d(b, xi) ≤ 2ε. (3.4)

Implies a ∈ B2ε(xi) and B2ε(xi) ∩ A 6= ∅ for some i : 1 ≤ i ≤ n.

We reorder the set {i}ni=1 to get rid of i such that B2ε(xi) ∩ A = ∅.

Let p ≤ n such that B2ε(xi) ∩ A 6= ∅ for j : 1 ≤ j ≤ p and

B2ε(xj) ∩ A = ∅ for p < j ≤ n. Let

yj ∈ B2ε(xj) ∩ A, 1 ≤ j ≤ p. (3.5)

Then, from 3.4 and 3.5,

d(a, yj) ≤ d(a, xj) + d(xj, yj) ≤ 4ε

Implies a ∈ B4ε(yj) and A ⊂
p
∪
j=1
B4ε(yj).

Hence, A is totally bounded and since A is a subset of a complete

Banach space, E, we conclude that A is compact. �
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Proof of Theorem 4

Since every compact set in a metric space is closed and bounded, we

have that Pk(E) ⊂ Pb(E). We now prove Pk(E) is closed in

(Pb(E), H )

Let {An} ⊂ Pk(E), ε > 0 such that there is nε and for n ≥ nε,

H(An, A) < ε. Take n = nε. Then H(Anε , A) < ε implies

A ⊂ (Anε)ε . By completeness of Pb(E), A ∈ Pb(E) and this im-

plies A is closed. Hence, by Lemma 5 it follows A is compact so that

A ⊂ Pk(E). �

In the same spirit, we establish

Theorem 5. Pkc(E) and Pbc(E) are closed subsets in Pb(E).

Proof Let {An} ⊂ Pkc(E), ε > 0 such that there is nε and

for n ≥ nε, H(An, A) < ε. By Theorem 4 it is enough to prove

A is convex to conclude A ∈ Pkc(E). Moreover, {An} ⊂ Pbc(E)

since every compact set is bounded. So, proving A is convex suffices to

conclude A ∈ Pbc(E).

Let x, y ∈ A. Then we can find {xn}, {yn} ⊂ An, n ≥ 1 such that

xn → x and yn → y as n → ∞. Let λ ∈ [0, 1]. By convexity of

An, n ≥ 1 and properties of limit,

λxn + (1− λ)yn −→ λx+ (1− λ)y ∈ A as n→∞.

�

We end this chapter with proof of a theorem that characterizes elements

of Pk(E) in terms of sequences.
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Theorem 6. Let E be separable . Then (Pk(E), H) is a separable

metric space.

Proof Since E is separable, let D be a countable dense subset of

E. Then, D, the family of all finite subsets of D is countable. We

aim to show D is dense in Pk(E). i.e., D = Pk(E).

Let A ∈ Pk(E). Since compactness implies total boundedness, there

is {x1, x2, . . . , xn} ⊂ A such that A ⊂
n⋃
i=1

B ε
2
(xi). By density of D in

X, for any ε > 0, D ∩ B ε
2
(xi) 6= ∅. Let yi ∈ D ∩ B ε

2
(xi) 6= ∅. Then

d(yi, xi) <
ε
2
.

Define

B ≡ Aε := {y1, y2, . . . , yn}, yi ∈ D ∩B ε
2
(xi).

It follows B ∈ D. Let yi ∈ B. By triangle inequality,

d(yi, A) ≤ d(yi, xi) + d(xi, A) <
ε

2

Implies

yi ∈ A ε
2

and B ⊂ A ε
2
⊂ Aε (3.6)

Similarly, for x ∈ A, there is xi ∈ A such that d(x, xi) < ε and

d(x,B) ≤ d(x, yi) + d(yi, B) < ε

Implies

x ∈ Bε and A ⊂ Bε (3.7)

From 3.6 and 3.7 it follows that H(A,B) < ε or equivalently,

H(A,Aε). �





CHAPTER 2

Convergences in Hyperspaces

In section 2, chapter 1 we defined Hausdorff distance and gave some

illustrative examples. We rerkmark that those examples were care-

fully selected without computational difficulties just to illustrate how

the Hausdorff distance works. Many researchers have noted the com-

putational complexity of the Hausdorff distance ?.

1 Characterizations of Hausdorff Metric

We now consider equivalent forms or characterizations of the Haus-

dorff distance that are of great importance analytically and computa-

tionally. Moreover, the characterizations will lead us to the different

convergences of a sequence of sets.

We begin with the characterization whose parameters depend only on

tools we have used so far.

Theorem 7. Let A,B ∈ Pb(E). Then

H(A,B) = sup
x∈E
|d(x,A)− d(x,B)|

To prove this theorem, we need

Lemma 6. Let g : X → R be bounded on A ⊂ E where E is

a metric space. Then

sup
a∈A
|g(a)| = max

{
sup
a∈A

g(a), sup
a∈A

(−g(a))

}
.

19
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Proof By definition of absolute value function, for a ∈ A,

g(a) ≤ |g(a)| ⇒ sup
a∈A

g(a) ≤ sup
a∈A
|g(a)|

and

−g(a) ≤ |g(a)| ⇒ sup
a∈A

(−g(a)) ≤ sup
a∈A
|g(a)|

So that

max

{
sup
a∈A

g(a), sup
a∈A

(−g(a))

}
≤ sup

a∈A
|g(a)| (1.1)

On the other hand, for a ∈ A, we have that

|g(a)| ≤ max

{
sup
a∈A

g(a), sup
a∈A

(−g(a))

}
Implies

sup
a∈A
|g(a)| ≤ max

{
sup
a∈A

g(a), sup
a∈A

(−g(a))

}
(1.2)

From 1.1 and 1.2, it follows

sup
a∈A
|g(a)| = max

{
sup
a∈A

g(a), sup
a∈A

(−g(a))

}
.

�

Proof of Theorem 7 Let a ∈ A. Then d(a,A) = 0.

Thus, for a ∈ A,

d(a,B) = d(a,B)− d(a,A) ≤ sup
a∈A

[d(a,B)− d(a,A)]

≤ sup
x∈E

[d(x,B)− d(x,A)]

Taking supremum over a ∈ A, we have

d(A,B) ≤ sup
x∈E

[d(x,B)− d(x,A)] (1.3)
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Repeating the same argument with roles of A and B interchanged, we

get

d(B,A) ≤ sup
x∈E

[d(x,A)− d(x,B)] (1.4)

To get the other inequality, let a ∈ A, b ∈ B and x ∈ E. By triangle

inequality,

d(x, b) ≤ d(x, a) + d(a, b) (1.5)

Taking infimum over b ∈ B,

d(x,B) ≤ d(x, a) + d(a,B) ≤ d(x, a) + sup
a∈A

d(a,B)

Taking infimum over a ∈ A,

d(x,B) ≤ d(x,A) + d(A,B)

Implies for x ∈ E,

d(x,B)− d(x,A) ≤ d(A,B)

So that

sup
x∈E

[d(x,B)− d(x,A)] ≤ d(A,B) (1.6)

Taking infimum in 1.5 over a ∈ A and repeating same procedures as

before, we get

sup
x∈E

[d(x,A)− d(x,B)] ≤ d(B,A) (1.7)

Hence, from 1.3 and 1.6 we get

d(A,B) = sup
x∈E

[d(x,B)− d(x,A)] (1.8)

From 1.4 and 1.7 we also get

d(B,A) = sup
x∈E

[d(x,A)− d(x,B)] (1.9)
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Taking maximum of 1.8 and 1.9 and applying Lemma 6, it follows

H(A,B) = max {d(A,B), d(B,A)} = sup
x∈E

[d(x,A)− d(x,B)]

�

Let E be a normed linear space. We recall a subset, A is closed convex

if and only if it is the intersection of all closed half spaces containing

A, generated by supporting hyperplanes of A ?. Moreover, supporting

hyperplanes are generated by bounded linear functionals on E. We,

therefore, seek to characterize Hausdorff distance of closed bounded

convex subsets in terms of f ∈ E∗. The following lemma gives the

distance between any point of E and special subsets of E called hyper-

planes. Every hyperplane is convex and closed hyperplanes are level

sets of f ∈ E∗. For more on hyperplanes, see ?.

Lemma 7. Let f ∈ E∗ be nonzero and let α ∈ R.

If Hα,f ≡ f−1(α) := {x ∈ E : 〈f, x〉 = α} is the hyperplane generated

by α and f, then for any x0 ∈ E,

d(x0, Hα,f ) =
|〈f, x0〉 − α|
‖f‖E∗

(1.10)

Proof Let x0 = 0. If α = 0, then 〈f, x〉 = 0 implies 0 ∈ Hα,f

So that

d(x0, Hα,f ) = d(0, Hα,f ) = 0 =
|〈f, 0〉 − 0|
‖f‖E∗

.

If α 6= 0, take y = αx
〈f,x〉 . Then x = 〈f,x〉y

α

and by linearity of f, 〈f, y〉 = f
(

αx
〈f,x〉

)
= α implies y ∈ Hα,f .



2. CHARACTERIZATIONS OF HAUSDORFF METRIC 23

Thus, by definition and for this y ∈ Hα,f ,

‖f‖E∗ = sup
x 6=0

|〈f, x〉|
‖x‖

= sup
〈f,x〉y
α
6=0

∣∣∣〈f, 〈f, x〉yα
〉
∣∣∣∥∥∥ 〈f, x〉yα

∥∥∥ = sup
y 6=0

|〈f, y〉|
‖y‖

= sup
y∈Hα,f

|α|
‖y‖

=
|α|

inf
y∈Hα,f

‖y‖

=
|α|

d(0, Hα,f )
(1.11)

Hence for x0 = 0,

d(0, Hα,f ) =
|〈f, 0〉 − α|
‖f‖E∗

.

Let x0 6= 0. To establish 1.10 in this case, we need the following

Fact 1. With same notations as in Lemma 7,

x0 −Hα,f = f−1 (〈f, x0〉 − α)

Proof of Fact 1 a ∈ x0 −Hα,f implies there is x ∈ Hα,f such

that a = x0 − x.

Applying f to both sides, we have

〈f, a〉 = 〈f, x0 − x〉 = 〈f, x0〉 − α

So that

a ∈ f−1 (〈f, a〉) = f−1 (〈f, x0〉 − α)

Implies

x0 −Hα,f ⊂ f−1 (〈f, x0〉 − α) (∗)

Similarly,

a ∈ f−1 (〈f, x0〉 − α) implies 〈f, a〉 = 〈f, x0〉 − α
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Thus,

〈f, x0 − a〉 = α and x0 − a ∈ f−1 (〈f, x0 − a〉) = f−1 (α)

Implies

a ∈ x0 −Hα,f and f−1 (〈f, x0〉 − α) ⊂ x0 −Hα,f (∗∗)

Combining (∗) and (∗∗), it follows

x0 −Hα,f = f−1 (〈f, x0〉 − α)

and this ends the proof of Fact 1.
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Now, using the fact that d(x0, Hα,f ) = d(0, x0 − Hα,f ), the result of

Fact 1 and 1.11, we have

d(x0, Hα,f ) = d(0, x0 −Hα,f ) =
|〈f, x0〉 − α|
‖f‖E∗

which completes the proof of 1.10 for all values of x0 ∈ E.

�

In what follows, for any c ∈ R, c > 0 let

K∗ := {f ∈ E∗ : ‖f‖E∗ = 1} and S∗ := {f ∈ E∗ : ‖f‖E∗ ≤ c} .

Lemma 8. Let A ∈ Pbc(E) and β = d(0, A) > 0. Then there

exists f ∈ K∗ such that

sup
x∈Bβ(0)

〈f, x〉 = β = inf
x∈A
〈f, x〉

Proof We claim A∩Bλ(0) = ∅. Else, we can find x0 ∈ A∩Bλ(0)

and d(0, A) ≤ ‖x0‖ < λ. Consequently, d(0, A) < λ which contradicts

λ = d(0, A).

Since A is closed and Bλ(0) is nonempty and open, by Hahn Banach

theorem Chidume (2014), there is f ∈ K∗ and λ ∈ R such that

sup
x∈Bβ(0)

〈f, x〉 ≤ λ ≤ inf
x∈A
〈f, x〉. (1.12)

Let x ∈ Bβ(0). Then y = x
λ
∈ B1(0).

So that
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1 = ‖f‖E∗ = sup
‖y‖≤1

|〈f, y〉|

= sup
‖ x
λ
‖≤1

∣∣∣〈f, x
λ
〉
∣∣∣

=
1

λ
sup
‖x‖≤1

|〈f, x〉|

Hence,

sup
x∈Bβ(0)

|〈f, x〉| = λ

and symmetry of balls centered at the origin, we have

λ = sup
x∈Bβ(0)

|〈f, x〉| = sup
x∈Bβ(0)

〈f, x〉 (1.13)

By Lemma 7,

d(0, f−1(λ)) =
|〈f, 0〉 − λ|
‖f‖E∗

= λ

and

β = d(0, A) ≥ d(0, f−1(λ)) = λ (1.14)

By boundedness of f, for any x ∈ A, we have that

〈f, x〉 ≤ ‖f‖E∗‖x‖ = ‖x‖

Implies

inf
x∈A
〈f, x〉 ≤ inf

x∈A
‖x‖ = d(0, A) = β (1.15)

Combining 1.12, 1.13, 1.14, and 1.15, it follows

sup
x∈Bβ(0)

〈f, x〉 = β = inf
x∈A
〈f, x〉. (†)

�
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Remarks 2.

(i). By properties of infimum and supremum, if we multiply equation

† above by negative, we obtain

sup
x∈A
〈g, x〉 = β = inf

x∈Bβ(0)
〈g, x〉

where g = -f and λ = -β

(ii). If β = d(0, A) = 0, (i.e., 0 ∈ A) then equation † clearly holds

for any f ∈ E∗.

These developments lead us to

Definition 3.

1). Let A ⊂ E. The convex hull of A, denoted by coA is the set of

all convex combinations of A. Mathematically,

coA =

{
x ∈ E : x =

n∑
i=1

αixi, xi ∈ A,
n∑
i=1

αi = 1, αi ∈ [0, 1], n ∈ N

}
.

coA will denote the closure of coA, popularly known as closed convex

hull of A. and is defined as

coA = {x ∈ E : ∃ {xn}, {yn} ⊂ A, αn ∈ [0, 1],

lim
n→∞

(αnxn + (1− αn)yn) = 0}.

2). Let A ∈ Pbc(E). The support function of A, denoted by hf (A)

is defined as

hf (A) = sup
x∈A
〈f, x〉, f ∈ E∗.

We remark that for A ∈ P(E), hf (A) may exists and may be achieved

in, on or outside the subset A so that the support function can be

defined on any A ∈ P(E) whenever it makes sense.
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Also, using properties of supremum, it is easy to derive

hf (A⊕B) = sup
x∈A
〈f, x〉+ sup

x∈B
〈f, x〉 = hf (A+B)

hf (αA) = α sup
x∈A
〈f, x〉

for any A,B ∈ Pbc(E) and for all α ≥ 0.

The following is an important characterization of coA that will be

useful in the sequel.

Theorem 8. Let A ∈ P(E). An element x ∈ E belongs to coA if

and only if

〈f, x〉 ≤ hf (A) forall f ∈ E∗.

Proof

⇒). Let x ∈ coA. Then there are {xn}, {yn} ⊂ A, αn ∈ [0, 1] such

that coA 3 (αnxn + (1− αn)yn)→ 0 as n→∞. Thus,

〈f, αnxn + (1− αn)yn〉 = αn〈f, xn〉+ (1− αn)〈f, yn〉

≤ αnsup
x∈A
〈f, x〉+ (1− αn)sup

x∈A
〈f, x〉

≤ [αn + (1− αn)]sup
x∈A
〈f, x〉

≤ sup
x∈A
〈f, x〉

As n→∞, it follows

〈f, x〉 = lim
n→∞
〈f, αnxn + (1− αn)yn〉 ≤ sup

x∈A
〈f, x〉 = hf (A).

⇐). We proceed by contra-position.

x ∈ (coA)c implies there is r > 0 such that Br(x) ⊂ (coA)c so
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that Br(x) ∩ coA = ∅. By geometric form of Hahn Banach theorem,

Chidume (2014) there is f ∈ E∗, β ∈ R such that

sup
x∈coA

〈f, x〉 ≤ β ≤ inf
y∈Br(x)

〈f, y〉

But A ⊂ coA implies supx∈A〈f, x〉 ≤ supx∈co〈f, x〉 and Br(x) ⊂ Br(x)

Implies

inf
y∈Br(x)

〈f, y〉 ≤ inf
y∈Br(x)

〈f, y〉 < 〈f, y〉 − ε, y ∈ Br(x)

for any sufficiently small ε > 0.

Hence,

hf (A) = sup
x∈A
〈f, x〉 < 〈f, x〉.

�

We are now ready to state and prove another equivalent form of the

Hausdorff distance.

Theorem 9. Let A,B ∈ Pbc(E). Then

H(A,B) = sup
f∈S∗
|hf (A)− hf (B)| .

Proof Let a ∈ A. By Lemma 8,

d(a,B) = d(0, a−B) = inf
b∈B
〈f, a− b〉 = inf

b∈B
(〈f, a〉 − 〈f, b〉)

≤ 〈f, a〉 − sup
b∈B
〈f, b〉

=≤ sup
a∈A
〈f, a〉 − sup

b∈B
〈f, b〉

= sup
f∈S∗

(hf (A)− hf (B))

Implies

d(A,B) = sup
a∈A

d(a,B) ≤ sup
f∈S∗

(hf (A)− hf (B)) (1.16)
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Let α = hf (A)− β = supa∈A〈f, a〉 − β where β = hf (B).

By definition of supremum, for each ε > 0, there is a ∈ A such that

α− ε < 〈f, a〉 − β ≤ α

In particular, for ε : 0 < ε < α, we have

0 < α− ε < 〈f, a〉 − β and β < 〈f, a〉 (1.17)

Thus, the hyperplane f−1(β) separates B and a

Using Lemma 7, we have

d(A,B) ≥ d(a,B) ≥ d(a, f−1(β)) =
|〈f, a〉 − β|
‖f‖E∗

> α− ε from 1.17

Implies α − ε < d(A,B) and α ≤ d(A,B) since 0 < ε < α is

arbitrary. Hence,

sup
f∈S∗

(hf (A)− hf (B)) ≤ d(A,B) (1.18)

From 1.17 and 1.18, we get

d(A,B) = sup
f∈S∗

(hf (A)− hf (B)) .

Repeating the same arguments, but now with b ∈ B, we also obtain

d(B,A) = sup
f∈S∗

(hf (B)− hf (A))

Combining these with the result of Lemma 6, it follows

H(A,B) = max {d(A,B), d(B,A)}

= max

{
sup
f∈S∗

(hf (A)− hf (B)) , sup
f∈S∗

(- [(hf (A)− hf (B)])

}
= sup

f∈S∗
|(hf (A)− hf (B))| .

�
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Corollary 1. Let A ∈ Pbc(E). Then

‖A‖P = sup
f∈S∗
|hf (A)|

Proof Take B = {0} in Theorem 9. Then

‖A‖P = H(A, {0}) = sup
f∈S∗
|hf (A)− hf ({0})|

= sup
f∈S∗
|hf (A)|

�

2 Hausdorff and Related Convergences

We now consider what it means for a sequence, say, {An} ⊂ Pb(E), n ≥

1 to go to A ∈ Pb(E) as n → ∞. Equivalent forms of the Hausdorff

distance as treated in the previous section suggest different conver-

gences of this sequence. We will, therefore, take our reference point to

be convergence in H.

Definition 4. Let {An} ⊂ P(E), n ≥ 1 and A ∈ P(E).

1). (H-Convergence) We say that {An} converges to A in Hausdorff,

denoted by H : An → A as n→∞ or lim
H:n→∞

An = A if

H(An, A)→ 0 as n→∞.

2). (We-Convergence) The sequence, {An} converges weakly to A,

denoted by We:An → A as n → ∞ or lim
We:n→∞

An = A if for any

f ∈ E∗,

hf (An)→ hf (A) as n→∞.
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Furthermore, we say {An} converges to A uniformly on a bounded

subset of E∗ if

sup
f∈S∗
|hf (An)− hf (A)| → 0 as n→∞

3). (Wj-Convergence) {An} converges to A in Wijsman, denoted by

Wj : An → A as n→∞ or lim
Wj:n→∞

An = A if for any x ∈ E,

d(x,An)→ d(x,A) as n→∞.

Furthermore, we say {An} converges to A uniformly on E if

sup
x∈E
|d(x,An)− d(x,A)| → 0 as n→∞

We will now explore sequences that converge according to these defini-

tions and make some comparisons between the convergences.

Theorem 10. Let E be a metric space. Suppose {An} ⊂ Pk(E),

n ≥ 1 is a non-increasing sequence and A =
⋂
n≥1

An. Then

1). An → A as n→∞ in Hausdorff;

2). An → A as n→∞ in Wijsman;

3). If An is convex for all n ≥ 1, then An → A as n→∞ weakly.

Proof A is compact if An’s are compact since arbitrary intersections

of compact sets is compact. Also, by non-decreasingness of {An}, A

is convex if An’s are convex. Hence, A ∈ Pk(E) and A ∈ Pkc(E)

respectively.

1). Let ε > 0. By definition, A =
⋂
n≥1

An ⊂ An for all n ≥ 1 implies

A ⊂ An ⊂ (An) ε
2

Similarly, A =
⋂
n≥1

An implies Ac =
⋃
n≥1

Acn; so that E can be covered

as follows

X = A ε
2
∪

(⋃
n≥1

Acn

)
.
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In particular,

A1 ⊂ A ε
2
∪

(⋃
n≥1

Acn

)
By compactness of A1, we can find {n1, n2, . . . , nk} ⊂ N such that

A1 ⊂ A ε
2
∪

(
k⋃
i=1

Acni

)
Since An’s are non-increasing, there is i0 : 1 ≤ i0 ≤ k for which

Acni ⊂ Acni0 for all i ∈ {1, 2, . . . , k}. Thus, A1 ⊂ A ε
2
∪ Acni0 implies

A1 ∩ A ε
2
∩ Acni0 = ∅ and An ∩ Acε

2
= ∅ for all n ≥ ni0 from which

An ⊂ A ε
2
, n ≥ ni0 Taking nε = max{1, ni0}, it follows from Lemma 3

that H(An, A) < ε for all n ≥ nε.

2). Using Theorem 7, we have

sup
x∈E
|d(x,An)− d(x,A)| = H(An, A)

Since An → A as n→∞ in Hausdorff as proved in Theorem 10 (1), it

follows

sup
x∈E
|d(x,An)− d(x,A)| → 0 as n→∞

Hence, d(x,An)→ d(x,A) as n→∞ for all x ∈ E as required.

3). Same lines of arguments as in Theorem 10 (2) but now, using the

result of Theorem 9.

�

Theorem 11. Let E be a metric space and {An} ⊂ Pb(E). If

1). An → A as n → ∞ in Hausdorff then An → A as n → ∞ in

Wijsman.
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2). An → A as n → ∞ uniformly on E then An → A as n → ∞ in

Hausdorff.

Proof

1). Since H(An, A)→ 0 as n→∞, from Theorem 7, we have

sup
x∈E
|d(x,An)− d(x,A)| = H(An, A)→ 0 as n→∞

Implies d(x,An)→ d(x,A) as n→∞ for all x ∈ E as required.

2). This follows also from Theorem 7. i.e.,

H(An, A) = sup
x∈E
|d(x,An)− d(x,A)| → 0 as n→∞

since An → A as n→∞ uniformly on E.

�

Theorem 12. Let E be a metric space and {An} ⊂ Pbc(E). If

1). An → A as n→∞ in Hausdorff then An → A as n→∞ Weakly.

2). An → A as n → ∞ uniformly on any bounded subset of E∗ then

An → A as n→∞ in Hausdorff.

Proof

1). Since H(An, A)→ 0 as n→∞, from Theorem 9, we have

sup
f∈S∗
|hf (An)− hf (A)| = H(An, A)→ 0 as n→∞

Implies hf (An)→ hf (A) as n→∞ for all f ∈ E∗ as required.

2). This follows also from Theorem 9. i.e.,

H(An, A) = sup
f∈S∗
|hf (An)− hf (A)| → 0 as n→∞
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since An → A as n→∞ uniformly on any bounded subset of E∗.

�

2.1 Kuratowski - Mosco Convergence

The Hausdorff definition of a metric for hyperspaces has been general-

ized by many scholars. While some introduced metrics, some proposed

pseudometrics and others simply use convergences that are compara-

ble to the Hausdorff metric, see Michael (1951), Kuratowski (1966).

For convex closed subsets of a normed linear space, E (with dual E∗),

Umberto Mosco(1971) extended the work of Kuratowski to include the

weak topology on E, leading to what is known today as Kuratowski -

Mosco convergence. It is evident convexity on hyperspaces is required

so that limits of weakly convergent sequences will be closed.

We now define the convergence and make general comparisons with

other convergences we have established.

Let E be a Banach space and E∗ its dual. By x = lim
n→∞

xn we mean

‖xn − x‖ → 0 as n→∞ where ‖ · ‖ is the norm on E. On the other

hand, w- lim
n→∞

xn = x or w:xn → x as n→∞ will mean x is the weak

limit of {xn} ⊂ E. We recall x = w- lim
n→∞

xn if and only if f(xn)→ f(x)

as n→∞ for any f ∈ E∗.

Definition 5. Let {An} ⊂ Pc(E) n ≥ 1.

1). The Kuratowski limit inferior of {An}, denoted by LimAn is

defined as

LimAn =
{
x ∈ E : ∃ n0 ∈ N, ∀ n ≥ n0, xn ∈ An, x = lim

n→∞
xn

}
.
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2). The Kuratowski limit superior of {An}, denoted by LimAn is

defined as

LimAn =
{
x ∈ E : ∀ k ≥ 1, ∃ xnk ∈ Ank , x = lim

k→∞
xnk

}
.

3). The Mosco limit superior of {An}, denoted by w-LimAn is

defined as

w-LimAn =
{
x ∈ E : ∀ k ≥ 1, ∃ xnk ∈ Ank , x = w- lim

k→∞
xnk

}
.

4). The sequence {An} is said to converge to A in Kuratowski -

Mosco, denoted by km : An → A or lim
km:n→∞

An = A if

LimAn = A = w-LimAn

Remarks 3. 1). It is evident from definition that LimAn ⊂

LimAn ⊂ w-LimAn. Hence, to prove An → A as n → ∞ in Ku-

ratowski - Mosco, it suffices to show

w-LimAn ⊂ A ⊂ LimAn.

2). The Kuratowski limit inferior, LimAn, Kuratowski limit superior,

LimAn and Mosco limit superior, w-LimAn are quite different from

the usual definitions of limit inferior and superior denoted by limAn

and limAn respectively.

But x ∈ limAn if and only if x ∈ Acn finitely often (f.o.) and x ∈ limAn

if and only if y ∈ An infinitely often (i.o.) Lo (2017a). So taking

xn = x and ynk = y, k ≥ 1 we see that {xn} converges strongly to

x and {yn} converges strongly to y. This implies x ∈ LimAn and

y ∈ LimAn.

Hence, limAn ⊂ LimAn and limAn ⊂ LimAn ⊂ w-LimAn.

Theorem 13. Let E be a Banach space.
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1). If {An, A} ⊂ Pc(E) and H(An, A) → 0 as n → ∞, then

km : An → A;

2). If dimE <∞, {An, A} ⊂ Pk(E) and km : An → A, as n→∞

then H(An, A)→ 0.

Proof Let x ∈ A. Then d(x,A) = 0. By definition of H(A,An),

there is xn ∈ An, n ≥ 1 such that

‖x− xn‖ ≤ d(x,An) +
1

n
.

1). Since H(An, A) → 0 as n → ∞ and Hausdorff convergence

implies Wijsman convergence Theorem 10 (2), we have that d(x,An)→

d(x,A) implies xn → x as n → ∞. Consequently, x ∈ LimAn and

A ⊂ LimAn.

Let x ∈ w-LimAn. Then for k ≥ 1, there exists xnk ∈ Ank such

that w:xnk → x as k → ∞ and 〈f, xnk〉 ≤ hf (A)nk for any f ∈ E∗

from Theorem 8. But from Theorem 10 (3), H(An, A) → 0 implies

hf (An)→ hf (A) as n→∞ . Hence, hf (Ank)→ hf (A) implies

〈f, x〉 = lim
k→∞
〈f, xnk〉 ≤ lim

k→∞
hf (A)nk = hf (A).

It follows from Theorem 8 again that x ∈ A so that w-LimAn ⊂ A

which completes the proof of the first part.

2). dimE < ∞ implies strong and weak topologies are equivalent, so

that LimAn = w-LimAn. This gives us km:An → A if and only if

LimAn = A = LimAn.

Let ε > 0. Since A is compact and, therefore, totally bounded, we

can find {x1, x2, . . . , xk} ⊂ A such that A ⊂ ∪ki=1B ε
4
(xi). Now,

xi ∈ A = LimAn implies there is xni ∈ LimAn, ni ∈ N such that for



38 2. CONVERGENCES IN HYPERSPACES

each n ≥ ni,

d(xi, An) ≤ ‖xni − xi‖ ≤
ε

4
for all i ∈ {1, 2, . . . , k}.

Let n0 = max{ni : i ∈ {1, 2, . . . , k}}. Then {x1, x2, . . . , xk} ⊂ (An) ε
4

for all n ≥ n0. Thus, A ⊂ ∪ki=1B ε
4
(xi) ⊂ (An) ε

2
.

Similarly, Since compactness implies boundedness and A and An

are compact, we can find p > 0 N ∈ N such that A ⊂ Bp(0) and

An ⊂ Bp(0) for each n ≥ N . We claim An ∩
(
A ε

2

)c
= ∅ for all ε >

0, n ≥ N . Suppose this is not true. Then, there exists a subsequence,

{Anj} ⊂ {An} such that Anj ⊂ An ∩
(
A ε

2

)c 6= ∅. Take xnj ∈ Anj and

let j ≥ N . Then d(xnj , A) > ε
2

and

xnj ∈ Anj ⊂ An ∩
(
A ε

2

)c ⊂ Bp(0).

This implies {xnj}∞j=1 is a bounded sequence. By Bolzano-Weierstrass

theorem, there exists {xnji}
∞
i=1 ⊂ {xnj} such that xnji → x as i→∞.

Hence, 0 = d(x,A) = lim
i→∞

(xnji , A) > ε
2

which is a contradiction. We

conclude An∩
(
A ε

2

)c
= ∅ from which we get An ⊂ A ε

2
for all n ≥ N .

By Lemma 3, it follows that H(An, A) < ε for all n ≥ maxn0, N .

�

To round up our comparison between these convergences, we need the

following lemmas

Lemma 9. Let {An, A} ⊂ Pkc(E). If An → A as n→∞ weakly.

Then {An} is uniformly bounded.

Proof Let ε > 0. By hypothesis, we can find nε ∈ N such that for

all n ≥ nε, |hf (An)− hf (A) < ε. By triangle inequality,

|hf (An)| − |hf (A)| ≤ |hf (An)− hf (A)| < ε
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So that |hf (An)| < ε+ |hf (A)| for all n ≥ nε.

Let M = max{|hf (A1), · · · , |hf (Anε−1)}. Using Corollary 1 we have

for each n ∈ N,

‖An‖P = sup
f∈S∗
|hf (An)| < ε+ sup

f∈S∗
|hf (A)|+M ≤ C for some C ∈ R.

Hence, supn∈N ‖An‖P ≤ C.

�

Lemma 10. Let {fn, f} ⊂ E∗ and A ⊂ E be bounded. If

‖fn − f‖E∗ → 0 as n→∞, then hfn(A)→ hf (A).

Proof Let A ⊂ E be as stated. Then ‖A‖P < ∞. Hence, for

fn, f ∈ E∗,

|hfn(A)− hf (A)| = | sup
x∈A
〈fn, x〉 − sup

x∈A
〈f, x〉|

≤ | sup
x∈A
〈fn, x〉 − 〈f, x〉| for all x ∈ A

≤ sup
x∈A
|〈fn − f, x〉|

≤ ‖fn − f‖E∗‖A‖P −→ 0 as n→∞

So that |hfn(A)− hf (A)| → 0 as n→∞.

�

Theorem 14. Let {An, A} ⊂ Pkc(E) and dimE <∞. Then the

following assertions are equivalent:

(1). H : An → A;

(2). Wj : An → A;

(3). km : An → A;

(4). We : An → A.
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Proof From Theorem 11, (1) ⇒ (2). To see (2) ⇒ (3), suppose

that Wj:An → A. Then for each x ∈ A, we have limn→∞ d(x,An) =

d(x,A) = 0. But by definition of infimum, for all n ∈ N we can find

xn ∈ An such that ‖x−xn‖ < d(x,An) + 1
n
. Thus, xn → x as n→∞

so that x ∈ LimAn.

On the other hand, let x ∈ w-LimAn. Then for each k ≥ 1, there

is xnk ∈ Ank such that w:xnk → x. Equivalently, xnk → x since

dimE <∞. Hence,

d(x,Ank) ≤ ‖x− xnk‖ → 0 as k →∞

Implies

d(x,A) = lim
n→∞

d(x,An) = lim
n→∞

d(x,Ank) = 0

Thus, we get x ∈ A and LimAn = w-LimAn as required.

From Theorem 13(2), (3)⇒ (1). So we have shown the equivalence of

(1), (2) and (3).

(1) ⇒ (4) from Theorem 12 (1). To complete the chain of equiva-

lence, it suffices to prove (4) implies (1). To see this, we proceed by

contradiction.

Suppose hf (An) → hf (A) but {An} does not converge in Hausdorff.

Then from Theorem 9, we can find ε0 > 0 such that for all N ∈ N,

there exists n ≥ N for which

sup
f∈S∗
|hf (An)− hf (A)| = H(An, A) ≥ ε0.

By definition of supremum, for each k ≥ 1 there exists fk ∈ S∗ such

that

ε0 −
1

k
≤ sup

f∈S∗
|hf (An)− hf (A)| − 1

k
< |hfk(Ank)− hfk(A)|
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Thus,

lim inf
i→∞

|hfk(Ank)− hfk(A)| ≥ ε0 > 0. (2.1)

Since dimE < ∞ implies unit closed balls, S∗ ∈ E∗ are compact,

for each i ≥ 1 we can find {fki} ⊂ {fk} and f ∈ S∗ such that

‖fki − f‖E∗ → 0 as k →∞

Since weak convergence of {An} implies {Anki} converges weakly to

the same limit, we conclude by Lemma 9 that {Anki} is uniformly

bounded over i ∈ N. So by Lemma 10, hfki (Anki ) → hf (Anki ) and

hfki (A)→ hf (A) as i→∞ .

Hence, by 2.1 and triangle inequality, we have

0 < lim inf
k→∞

|hfki (Anki )− hfki (A)| = lim inf
k→∞

|hfki (Anki )− hf (Anki )

+ hf (Anki )− hf (A)

+ hf (A)− hfnki (A)|

≤ lim inf
k→∞

|hfki (Anki )− hf (Anki )|

+ lim inf
k→∞

|hf (Anki )− hf (A)|

+ lim inf
k→∞

|hf (A)− hfnki (A)|

= lim inf
i→∞

|hf (Anki )− hf (A)|

So that

lim inf
i→∞

|hf (Anki )− hf (A)| > 0

contradicts the hypothesis that {An} converges weakly to A.

�





CHAPTER 3

Measurability of Set-Valued Maps and Classes of

Integrable Maps

1 Set-Valued Maps

Recent developments in set analysis have given hope to some math-

ematical, physics, engineering and economics models whose solutions

are not generally unique. Moreover, advances in scientific computing

paved way for deeper study of scientific experiments whose outcomes

are generally set-valued, for instance in image recovery, signal process-

ing, artificial intelligence and control theory.

The study of set-valued maps Aubin and Frankowska (1990), multi-

valued maps Robinson (1976), multifunctions ?, correspondences Alipran-

tis and Border (2007), as different authors call it, has attracted the

attention of many scholars and has been developed extensively, with

applications to mathematical economics and optimal control problems

Hiai and Umegaki (1977).

We will look at the peripheral of the general set-valued maps and then

focus more on how it is used in probability theory.

Definition 6. Let X and E be metric spaces. If for each x ∈ X we

can find a nonempty set F (x) ⊂ E, then F is called a set-valued map

from X to P(E), and we write F : X −→ P(E). It is evident if we

consider f : X −→ E and let F (x) := {f(x)} then F is a set-valued

map.

43
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2 Sources of Set-valued Maps

Many practical set-valued maps originate from our day to day mathe-

matics. Examples include:

(1). an attempt to find an inverse image for a non-injective function

Consider f : R −→ [0,∞) given by f(x) = x2. Then f−1(y) =

{−√y,√y}.

(2). solution sets of metric projections

Let A ⊂ Rn and x ∈ Rn. The map PA : x 7−→ PA(x) defined

as

PA(x) = {y ∈ A : d(x, y) = d(x,A)}

called the metric projection of Rn onto A is a set-valued map.

(3). the subdifferential map of a convex function

Let f : Rn −→ R be a convex function. Then for each x ∈ Rn,

the map

∂f(x) := {z ∈ Rn : 〈z, y − x〉+ f(x) ≤ f(y) ∀ y ∈ Rn},

called the subdifferential map of f , is a set-valued map.

(4). the solution set of an optimization problem.

(5). assignment of sets to outcomes of random experiments.

Complete exposure of set-valued maps on topological spaces can be

found in Aubin and Frankowska (1990), ?
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We now confine the scope of our set-valued maps to those defined on

measurable spaces.

3 Basic Definitions

Let (Ω,A, µ) be an abstract measure space where A is a σ-algebra and

µ, a measure, both on the set Ω. We recall A is a σ-algebra on the set

Ω if

(i). ∅, Ω ∈ A;

(ii). A ∈ A ⇒ Ac = Ω \ A ∈ A;

(iii). {An}∞n=1 ⊂ A ⇒
∞⋃
n=1

An ∈ A.

Also, µ is a measure on Ω if µ : A → R is non-negative, proper and

σ-additive. If µ(A) = 0, then A ⊂ Ω is called a null set. If µ(Ω) <∞,

then µ is said to be a finite measure on Ω. On the other hand, if we can

find {An} ⊂ A such that for each n ∈ N, µ(An) < ∞ and Ω =
∞⋃
n=1

An

then we say that µ is σ-finite (see Lo (2017a)).

For each A ⊂ Ω, the outer measure µ∗ on Ω is defined as

µ∗(A) = inf{µ(D) : A ⊂ D, D ∈ A}.

The measure, µ is said to be complete if µ = µ∗. We remark that from

this definition, if a measure is complete, then every subset of a null set

is measurable and has measure zero.

Let (E, d) be a metric space and F : Ω → P(E), a set-valued map.

The domain of F , denoted by dom(F ) is given as

dom(F ) := {ω ∈ Ω : F (ω) 6= ∅}

The range of F , denoted by rang(F ) is given as

rang(F ) :=
⋃

ω∈dom(F )

F (ω)
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The graph of F , denoted by GF is defined as

GF := {(ω, x) ∈ Ω× E : x ∈ F (ω), ω ∈ dom(F )}

Consequently, since x ∈ F (ω) implies d(x, F (ω)) = 0,

GF = {(ω, x) ∈ Ω× E : d(x, F (ω)) = 0}.

The preimage of A ∈ P(E), denoted by F−1(A) is defined as

F−1(A) := {ω ∈ Ω : F (ω) ∩ A 6= ∅} =
⋃
y∈A

F−1({y}).

It is easy to see that the preimage preserves union.

4 Random Sets

Definition 7. Let (E, d) be a metric space and F : Ω → P(E), a

set-valued map.

(i). F is said to be strongly measurable if for every A ⊂ E closed, we

have F−1(A) = {ω ∈ Ω : F (ω) ∩ A 6= ∅} ∈ A.

(ii). F is said to be weakly measurable or simply measurable if for every

A ⊂ E open, we have F−1(A) = {ω ∈ Ω : F (ω) ∩ A 6= ∅} ∈ A.

Weakly measurable set-valued maps are called set-valued random vari-

ables or random sets. We remark that by definition of measurability of

F ,

dom(F ) := {ω ∈ Ω : F (ω) 6= ∅} ∈ A.

To see the relationship that exists between strong and weak measura-

bilities of set-valued maps, we need
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Lemma 11. Let (E, d) be a metrizable space, assuming d is the

metric that induces a topology on E. If A ⊂ E is open, then for each

n ∈ N, there exists Bn ⊂ E closed such that A =
∞
∪
n=1

Bn (i.e., A is a

countable union of closed subsets).

Proof If A = ∅, take Bn = ∅ and we are done.

If A 6= ∅, consider Bn := {x ∈ E : d(x,Ac) ≥ 1
n
}, n ∈ N. Since Ac is

closed and d(·, Ac) is continuous, it follows that Bn is closed for each

n ∈ N. Since Ac is closed,

x ∈ A ⇐⇒ x /∈ Ac

⇐⇒ d(x,Ac) ≥ 1

n
for some n ∈ N

⇐⇒ x ∈ Bn for some n ∈ N

Implies A =
∞
∪
n=1

Bn. �

Theorem 15. Let E be a metric space and F : Ω → P(E), a

strongly measurable set-valued map. Then F is a set-valued random

variable.

Proof Let A be open in E. If A = E, then F−1(A) = Ω ∈ A. It

follows trivially if A = ∅.

Suppose ∅ 6= A 6= E. By Lemma 11, for each n ∈ N, we can find

Bn ⊂ E closed such that A =
∞
∪
n=1

Bn.

Hence,

F−1(A) = F−1

(
∞⋃
n=1

Bn

)

=
∞⋃
n=1

F−1(Bn) ∈ A.
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�

Let BE be the Borel σ-algebra generated by open subsets of E. Since

every closed set belongs to BE, it is evident if A ∈ BE implies F−1(A) ∈

A then F is strongly measurable. Also, F is said to be graph measurable

if and only if

GF := {(ω, x) ∈ Ω× E : x ∈ F (ω), ω ∈ dom(F )} ∈ A × BE.

We summarize the measurability conditions of F in

Theorem 16. Let (Ω,A) be a measurable space, (E, d) a separable

metric space and F : Ω→ P(E), a set-valued map. Suppose

(a) for each B ∈ BE, F−1(B) ∈ A;

(b) for each closed set C ⊂ E, F−1(C) ∈ A;

(c) for each open set O ⊂ E, F−1(O) ∈ A;

(d) ω 7−→ d(F (ω), x) is a measurable function for each x ∈ E;

(e) GF is A× BE-measurable.

Then

(1) (a) ⇒ (b) ⇒ (c) ⇔ (d) ⇒ (e);

(2) If E is complete and A is complete with respect to some σ-finite

measure, then all the conditions (a)-(e) are equivalent.

Proof: (1). (a) ⇒ (b) follows from definition of BE and (b) ⇒

(c) is proved in Theorem 15. To see (c) ⇒ (d), assume for any open

set O ⊂ E, F−1(O) ∈ A. Then for β > 0,

{ω ∈ Ω : d(x, F (ω)) < β} = {ω ∈ Ω : F (ω) ∩ Bβ(x) 6= ∅}

= F−1 (Bβ(x)) ∈ A

Implies ω 7−→ d(x, F (ω)) is measurable.
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For (d) ⇒ (c), suppose {ω ∈ Ω : d(x, F (ω)) < β} ∈ A and let O be

open in E. Since E is separable and consequently, second countable,

for each n ∈ N, we can find αn > 0, xn ∈ E such that O =
∞
∪
n=1

Bαn(xn).

Thus,

F−1(O) = F−1

(
∞⋃
n=1

Bαn(xn)

)

=
∞⋃
n=1

F−1 (Bαn(xn)))

=
∞⋃
n=1

{ω ∈ Ω : F (ω) ∩ Bβ(x) 6= ∅}

=
∞⋃
n=1

{ω ∈ Ω : d(xn, F (ω)) < αn} ∈ A.

Hence, (c) ⇔ (d).

(d) ⇒ (e). Since E is separable, let {xn} be dense in X. For β ≥ 1,

consider dβ : Ω × E → R defined by (w, x) 7→ dβ(ω, x) = d(xn, F (ω))

whenever

x ∈

(
B 1
β
(xn) \

[
∞⋃
k=1

B 1
β
(xk)

]c)
≡ Cβ(xn) for n ≥ 2

or x ∈ B 1
β
(x1) ≡ Cβ(x1) for n = 1.

For λ > 0,

{(ω, x) ∈ Ω× E : dβ(ω, x) < λ}

= {(ω, x) ∈ Ω× E : d(xn, F (ω)) < λ} ∩

(
Ω×

∞⋃
n=1

Cβ(xn)

)

=
∞⋃
n=1

({ω ∈ Ω : d(xn, F (ω)) < λ} × Cβ(xn)) ∈ A× BE

Implies dβ is A× BE - measurable; consequently,

d(x, F (ω)) = lim
β→∞

dβ(ω, x)
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is A× BE - measurable. Also, by closedness of F (ω),

d(x, F (ω)) = 0⇐⇒ x ∈ F (ω)

Thus,

GF = {(ω, x) ∈ Ω× E : x ∈ F (ω)}

= {(ω, x) ∈ Ω× E : d(x, F (ω)) = 0} ∈ A × BE

and this completes the proof of (1).

(2). Assuming E is complete and we can define a complete σ-finite

measure on A, to prove the equivalence of (a) - (e), following the lines

of proof above it suffices to prove (e)⇒ (a). To this end, letG ∈ A×BE,

then the projection PΩ(G) of G on Ω belongs to A.

Thus, for A ∈ A× BE,

F−1 = {ω ∈ Ω : F (ω) ∩ A 6= ∅}

= {ω ∈ Ω : (ω, x) ∈ GF ∩ (Ω× A)}

= PΩ(GF ∩ (Ω× A)) ∈ A.

�

5 Selection of a Random Set

Properties of set-valued maps derive from properties of single-valued

maps; interestingly, these properties agree when the set-valued map

takes on singleton values. As such, we desire to characterize a set-

valued map in terms of single-valued ones. This leads us to the concept

of selection.
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Definition 8. Let (Ω,A) be a measurable space, E a metric space

and F : Ω→ P(E) a set-valued map.

(1). The E-valued map f : Ω→ E is said to be a selection for the

map, F if f(ω) ∈ F (ω) for all ω ∈ Ω;

(2). If f is measurable, then f is called a measurable selection for

the set-valued map F ;

(3). Suppose, in addition, (Ω,A, µ) is a measure space, then f is said

to be almost everywhere (a.e.) selection of F if f(ω) ∈ F (ω)

for all ω ∈ Ω, µ-a.e.

It is interesting to know the link between measurability of the set-

valued map, F and that of its selection, f . Fortunately, we not only

have the existence of measurable selection for the random set, F under

suitable conditions; we can completely characterize F in terms of its

measurable selections.

Theorem 17. Let (Ω,A) be a measurable space and (X, d), a com-

plete separable metric space. Suppose F : Ω −→ P(E) is a set-valued

random variable. Then, F has a measurable selection.

Proof: Let {xn}n≥1 be dense in X. For ω ∈ Ω, let n ≥ 1 be the

smallest integer such that for each m ∈ N fixed,

Cm,n :=
{
ω ∈ Ω : F (ω) ∩ B 1

2m
(xn) 6= ∅

}
.
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Define fm : Ω → E by fm(ω) = xn for ω ∈ Cm,n. Then, by measura-

bility of F , we have

f−1
m (xn) = {ω ∈ Ω : fm(ω) = xn}

= {ω ∈ Ω : ω ∈ Cn}

= {ω ∈ Ω : F (ω) ∩ B 1
2m

(xn) 6= ∅}

= F−1
(
B 1

2m
(xn)

)
∈ A (5.1)

But for any A ⊂ E open, A contains countably many or no points of

{xn}. So,

f−1
m (A) =


∅ , if A contains no points of {xn}

∞⋃
k=1

f−1
m (xnk), if A contains {xnk} ⊂ {xn}

Implies fm is measurable for each m ∈ N, by equation 5.1 above.

Moreover,

ω ∈ f−1
m (xn)⇐⇒ d(xn, F (ω)) <

1

2m

⇐⇒ d(fm(ω), F (ω)) <
1

2m
(5.2)

Thus,

d(fm(ω), fm+1(ω)) ≤ d(fm(ω), F (ω)) + d(F (ω), fm+1(ω))

<
1

2m
+

1

2m+1

≤ 1

2m
+

1

2m

=
1

2m−1

Implies for each ω ∈ Ω, {fm(ω)} is a Cauchy sequence in E. By

completeness of E and the closedness of F (ω), we can find f : Ω→ E
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such that

d(f(ω), F (ω)) = lim
m→∞

d(fm(ω), F (ω)) = 0 from equation (5.2)

Implies f(ω) ∈ F (ω) for all ω ∈ Ω and measurability of f follows from

that of fm, m ∈ N. �

Theorem 18. Suppose (Ω,A) is a measurable space, E is a com-

plete separable metric space and F : Ω → P(E) is a set-valued map.

Then the following statements are equivalent:

(a) F is a set-valued random variable;

(b) There exists a countable family {fn : n ∈ N} of measurable selec-

tions of F such that for all ω ∈ Ω,

F (ω) = {fn(ω) : n ∈ N} (5.3)

Proof: (a) ⇒ (b). Suppose F is a set- valued random variable

and let {xn} be dense in E. For each m ∈ N fixed, let n ≥ 1 be the

smallest integer such that

Cm,n := {ω ∈ Ω : F (ω) ∩ B 1
2m

(xn) 6= ∅}

Define a family of closed set-valued maps as follows:

Fm,n(ω) =


F (ω) ∩ B 1

2m
(xn), ω ∈ Cm,n

F (ω), otherwise
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Then Fm,n(ω) ⊂ F (ω) for all ω ∈ Ω and for any A ⊂ E closed,

F−1
m,n(A) = {ω ∈ Ω : Fm,n(ω) ∩ A 6= ∅}

=
{
ω ∈ Ω : Fm,n(ω) ∩

(
B 1

2m
(xn) ∩ A

)
6= ∅
}

∪ {ω ∈ Ω : F (ω) ∩ A 6= ∅} ∈ A

Implies Fm,n is a set-valued random variable. By Theorem 17, we

can find fm,n : Ω → E measurable such that for all ω ∈ Ω, we have

fm,n(ω) ∈ Fm,n(ω) ⊂ F (ω). Thus by letting m→∞,

{fn(ω) : n ∈ N} ⊂ F (ω) (5.4)

On the other hand, by separability of E,

x ∈ F (ω)⇐⇒ x ∈ B 1
2m

(xn) for each m ∈ N fixed and n ∈ N

⇐⇒ d(x, xm) ≤ 1

2m

⇐⇒ ω ∈ Cm,n.

Thus,

d(xn, fm,n(ω)) ≤ d(xn, x) + d(x, F (ω)) + d(F (ω), fm,n(ω)) ≤ 1

2m

From which

d(x, fm,n(ω)) ≤ d(x, xn) + d(xn, fm,n(ω))

≤ 1

2m
+

1

2m
=

1

2m−1

Implies fm,n(ω)→ x as m→∞.

Hence,

F (ω) ⊂ {fn(ω) : n ∈ N} (5.5)

Combining 5.4 and 5.5, we obtain 5.3 as required.
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(b) ⇒ (a). Assume there exists a countable family {fn : n ∈ N} of

measurable selections of F such that

F (ω) = {fn(ω) : n ∈ N} for all ω ∈ Ω.

Since for each n ∈ N and x ∈ E, ω → d(x, fn(ω) is measurable and

d(x, F (ω)) = inf
n∈N

d(x, fn(ω)),

it follows from Theorem 16, F is a set-valued random variable.

�

With Theorem 18, we have extended the measurability of set-valued

random variables, now summarized in

Theorem 19. Let (Ω,A) be a measurable space, (E, d) a separable

metric space and F : Ω→ P(E), a set-valued map. Suppose

(a) for each B ∈ BE, F−1(B) ∈ A;

(b) for each closed set C ⊂ E, F−1(C) ∈ A;

(c) for each open set O ⊂ E, F−1(O) ∈ A;

(d) There exists a countable family {fn : n ∈ N} of measurable

selections of F such that for all ω ∈ Ω,

F (ω) = {fn(ω) : n ∈ N};

(e) ω 7−→ d(F (ω), x) is a measurable function for each x ∈ E;

(f) GF is A× BE-measurable.

Then

(1) (a) ⇒ (b) ⇒ (c) ⇔ (e) ⇒ (f);

(2) If E is complete and A is complete with respect to some σ-finite

measure, then all the conditions (a)-(f) are equivalent.
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6 Classes of Integrable Maps

Having seen conditions for which the set-valued map F : Ω→ P(E) is

measurable, of interest to us now are those F ’s that are integrable, in

the sense we will soon define.

In what follows, let (Ω,A, µ) be a σ-finite measure space; (E, ‖ · ‖)

be a real separable Banach space; and M(Ω,P(E)) be the collection

of all set-valued random variables F : Ω → P(E). We recall that for

1 ≤ p <∞,

Lp(Ω, E) :=

{
f : Ω→ E measurable |

∫
Ω

‖f(ω)‖pdµ <∞
}

L∞(Ω, E) := {f : Ω→ E measurable | ‖f(ω)‖ <∞ µ-a.e.}

are the Banach spaces of equivalent classes of measurable functions

f : Ω→ E such that

‖f‖p =

{∫
Ω

‖f‖pdµ
} 1

p

, 1 ≤ p <∞

‖f‖∞ = ess supω∈Ω‖f(ω)‖

are norms on Lp(Ω, E) and L∞(Ω, E) respectively.

For a set-valued random variable F : Ω→ P(E), the set

IpF := {f ∈ Lp(Ω, E) : f(ω) ∈ F (ω), µ-a.e.}

is called the set of p-th integrable selections of F . In particular, for

p = 1, we have

Definition 9.

(1). A set-valued random variable F : Ω→ P(E) is said to be
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integrable if I1
F is not empty.

(2). F is called integrably bounded if there is g ∈ L1(Ω,R) such that

‖x‖ ≤ g(ω) for any x ∈ E and ω ∈ Ω with x ∈ F (ω).

By this definition and Remark 1 (2), it follows F is integrably bounded

if and only if there is g ∈ L1(Ω,R) such that

‖F (ω)‖P = sup
x∈F (ω)

‖x‖ ≤ g(ω) µ-a.e. on Ω.

From Definition 9(1), to show a set-valued random variable is inte-

grable, it suffices to show I1
F is non-empty. Consequently, the following

theorem characterizes the class of integrable set-valued random vari-

ables.

Theorem 20. Let F ∈ M(Ω,P(E)). I1
F is non-empty if and only

if the function ω → d(0, F (ω)) belongs to L1(Ω, [0,∞)).

Proof:

(⇒). Assuming I1
F 6= ∅. Then for f ∈ I1

F ,

d(0, F (ω)) ≤ d(0, f(ω)) = ‖f(ω)‖

Implies d(0, ·) ∈ L1(Ω, [0,∞))

(⇐). From Theorem 18, we can find a countable family {fn : n ∈ N}

of measurable selections of F such that

F (ω) = {fn(ω) : n ∈ N} for all ω ∈ Ω.

Thus,

d(0, F (ω)) = inf
n∈N
‖fn(ω)‖
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Consider g ∈ L1(Ω,R) strictly positive and let

A1 = {ω ∈ Ω : ‖f1(ω)‖ < d(0, F (Ω)) + g(ω)}

An = {ω ∈ Ω : ‖fn(ω)‖ < d(0, F (Ω)) + g(ω)} \
n−1⋃
i=1

Ai

Then {An : n ∈ N} is a countable measurable partition of Ω. Let 1An

be the indicator function of An then,

f(ω) =
∞∑
n=1

1Anfn(ω)

Implies f(ω) ∈ F (ω) for all ω ∈ Ω. Moreover,∫
Ω

‖f(ω)‖dµ ≤
∫

Ω

∞∑
n=1

1An‖fn(ω)‖dµ

=
∞∑
n=1

∫
An

‖fn(ω)‖dµ

≤
∞∑
n=1

(∫
An

d(0, F (ω))dµ+

∫
An

g(ω)dµ

)
=

∫
Ω

d(0, F (ω))dµ+

∫
Ω

g(ω)dµ <∞

Hence, f ∈ I1
F so that I1

F 6= ∅.

�

Corollary 2. I1
F is non-empty if F is integrably bounded.

Proof: By Theorem 20, it suffices to prove d(0, ·) ∈ L1(Ω, [0,∞)).

Since F is integrably bounded,

d(0, F (ω)) = inf
x∈F (ω)

‖x‖ ≤ sup
x∈F (ω)

‖x‖ = ‖F (ω)‖P

Implies d(0, ·) ∈ L1(Ω, [0,∞)).
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Following Corollary 2, we state without proof a theorem that charac-

terizes the class of integrably bounded set-valued random variables.

Theorem 21. Let F ∈M(Ω,P(E)). Then F is integrably bounded

if and only if I1
F is non-empty and bounded in L1(Ω, E).

7 Characterization of Elements of I1
F

In this section, we seek to give a representation of a measurable selec-

tion of a set-valued random variable given some selections.

Definition 10. Let W be a collection of f : Ω → E measurable.

Then W is said to be decomposable if for each f1, f2 ∈ W and A ∈ A,

we have that 1Af1 + 1Acf2 ∈ W where Ac = Ω \ A and 1A is the

indicator function of A.

From Definition 10, it is evident if W is decomposable, then
∑n

i=1 1Aifi ∈

W for each finite partition {A1, · · · , An} and {f1, · · · , fn} ⊂ W .

Theorem 22. Let F ∈M(Ω,P(E)). Then I1
F is decomposable.

Proof: Let f1, f2 ∈ I1
F . Then for any A ∈ A, we have that

1Af1 +1Acf2 is measurable. Moreover, f1, f2 ∈ L1(Ω, E) implies 1Af1 +

1Acf2 ∈ L1(Ω, E). Hence, 1Af1 + 1Acf2 ∈ I1
F and it follows I1

F is de-

composable.

�

We remark that I1
F being decomposable guarantees that with two or

finitely many selections, we can always get a new selection by decom-

posing the given ones.
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Example 1. Let E = R and F (ω) = {6, 10} for each ω ∈ Ω. Then

f1, f2 : Ω → R given by f(ω) = 6 and f2(ω) = 10 are selections of F .

It is evident gA = 1Af1 + 1Acf2 is also a selection of F for any A ∈ A.

In fact, for A = Ω we have that gA = f1 and for A = ∅, gA = f2.



CHAPTER 4

The Aumann Integral

In this chapter, we keep the notations and assumptions of the previous

section; (Ω,A, µ) is a σ-finite measure space, (E, ‖·‖) is a real separable

Banach space and M(Ω,P(E)), a collection of all set-valued random

variables F : Ω→ P(E).

Here, we seek to define and consider some properties of a type of inte-

gral called the Aumann integral. As a quick reminder, we recall

1 Bochner Integral

A measurable function g : Ω → E is Bochner integrable if we can find

a sequence of simple measurable functions gn : Ω→ E such that

lim
n→∞

∫
Ω

‖g(ω)− gn(ω)‖dµ = 0

For this g, the Bochner integral, denoted by
∫

Ω
g(ω)dµ is given as∫

Ω

g(ω)dµ = lim
n→∞

∫
Ω

gn(ω)dµ

A detailed construction of the Bochner integral and some of its prop-

erties can be found in Mikusinski (1978).

2 Definition of the Aumann Integral

Let F ∈M(Ω,P(E)) and I1
F 6= ∅. Then∫

Ω

F (ω)dµ :=

{∫
Ω

f(ω)dµ : f ∈ S1
F

}
(2.1)

61
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is called the Aumann integral of the set-valued random variable F :

Ω→ P(E) where
∫

Ω
f(ω)dµ is the Bochner integral of f ∈ L1(Ω, E).

Following the lines of argument of Theorem 20, it is evident 2.1 is

well defined. We now give some examples of the Aumann Integral of

set-valued random variables.

Example 2. Consider the measure space (Ω,A, µ) where Ω =

[0, 1], A is the Borel σ-algebra on [0, 1] and µ is the Lebesgue mea-

sure on [0, 1]; let F : [0, 1] → P(R) be a set-valued random variable

given by F (ω) = {5, 8} for each ω ∈ Ω. f1, f2[0, 1] → R given by

f1(ω) = 5 and f2(ω) = 8 for each ω ∈ Ω are two selections of F . Thus,

by characterization of elements of I1
F ,

I1
F = {f = 1Af1 + (1− 1A)f2 : A ∈ A}

and ∫
[0,1]

f(ω)dµ =

∫ 1

0

1A(ω)f1(ω)dµ+

∫ 1

0

(1− 1A(ω))f2(ω)dµ

= 5µ(A) + 8− 8µ(A)

= 8− 3µ(A)

Since Lebesgue measure is atomless and A is any measurable subset of

[0, 1], it follows that the Aumann integral of F ,
∫

[0,1]
F (w)dµ = [8, 5].

We remind that a measure, µ is said to be atomless if for every mea-

surable subset A of Ω with positive measure, we can find a measurable

B properly contained in A with a positive measure.

Example 3. Let Ω = [5, 89]; A be the Borel σ-algebra on [5, 89] and

µ be the Lebesgue measure on [5, 89]. Consider F : Ω→ P(R2) defined
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by F (ω) = {(1, 2), (3, 4)}. f1, f2 : [5, 89] → R2 given by f(ω) = (1, 2)

and f2(3, 4) for each ω ∈ [5, 89] are selections of F . Thus,

I1
F = {f = 1Af1 + (1− 1A)f2 : A ∈ A}

and ∫
[5,89]

f(ω)dµ =

∫ 89

5

1A(ω)f1(ω)dµ+

∫ 89

5

(1− 1A(ω))f2(ω)dµ

= µ(A)(1, 2) +

∫ 89

5

(1− 1A(ω))f2(ω)dµ

= µ(A)(1, 2) + 84(3, 4)− µ(A)(3, 4)

= (252− 2µ, 336− 2µ(A))

Since max{µ(A) : A ⊂ [5, 89], A ∈ A} = 84; min{µ(A) : A ⊂

[5, 89], A ∈ A} = 0 and Lebesgue measure is atomless, it follows∫
[5,89]

F (ω)dµ = {(x, y) : 84 ≤ x ≤ 168, 252 ≤ y ≤ 336}

Example 4. Let Ω1 = [−7, 8) and Ω = Ω1 ∪ {8}. Assume µ
B(Ω1)

is the Lebesgue measure (where B(Ω1) is the Borel σ-algebra on Ω1)

and {8} is an atom with µ({8}) = 9. We define F ∈ M(Ω,P(E)) by

F (ω) = {3, 5} for each ω ∈ Ω. Suppose f1, f2 : Ω1 → R are given by

f1(ω) = 3 and f2(ω) = 5 for each ω ∈ Ω1. Then, for each A ∈ B(Ω1),

g1 = 1Af1 + 1Acf2 + 1{8}f1 and g2 = 1Af1 + 1Acf2 + 1{8}f2

are the possible measurable selections of F .
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Thus,∫
Ω

g1(ω)dµ =

∫
Ω

1Af1(ω)dµ+

∫
Ω

1Acf2(ω)dµ+

∫
Ω

1{8}(ω)f1(ω)dµ

= 3µ(A) + 5µ(Ω)− 5µ(A) + 3µ({8})

= 10− 2µ(A)

and∫
Ω

g2(ω)dµ =

∫
Ω

1Af1(ω)dµ+

∫
Ω

1Acf2(ω)dµ+

∫
Ω

1{8}(ω)f2(ω)dµ

= 3µ(A) + 5µ(Ω)− 5µ(A) + 5µ({8})

= 120− 2µ(A)

Since Lebesgue measure is atomless, µ
B(Ω1)

is a Lebesgue measure and

A ∈ B(Ω1) is arbitrary, it follows
∫

Ω
F (ω)dµ = [−20, 10] ∪ [90, 120]

3 Properties of Aumann Integral

From Examples 2 and 3 it is evident the Aumann integral can be

convex-valued even when F ∈M(Ω,P(E)) is not. On the other hand,

Example 4 shows without the condition of the measure being atomless,

the Aumann integral is not convex-valued. More generally, we have

Theorem 23. If (Ω,A, µ) has no atom and F ∈M(Ω,P(E)) with

I1
F 6= ∅, then cl

∫
Ω
F (ω)dµ is convex.

Proof: It is enough to show for any f1, f2 ∈ I1
F , ε, α, β > 0, with

α + β = 1, we can find f ∈ I1
F such that∥∥∥∥α ∫

Ω

f1(ω)dµ+ β

∫
Ω

f2(ω)dµ−
∫

Ω

f(ω)dµ

∥∥∥∥ < ε

Define an E × E-valued measure m by

m(A) =

(∫
A

f1(ω)dµ,

∫
A

f2(ω)dµ

)
for each A ∈ A.
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Since µ has no atom, cl{m(A) : A ∈ A} is convex in E × E. Further-

more, m(∅) = (0, 0) and m(Ω) = (
∫

Ω
f1(ω)dµ,

∫
Ω
f2(ω)dµ) implies we

can find A ∈ A such that∥∥∥∥α ∫
Ω

fi(ω)dµ−
∫
A

fi(ω)dµ

∥∥∥∥ <
ε

2
, i = 1, 2.

Taking f = 1Af1 + 1Acf2 and γ = 1− β, we have∥∥∥∥α ∫
Ω

f1(ω)dµ+ β

∫
Ω

f2(ω)dµ−
∫

Ω

f(ω)dµ

∥∥∥∥
=

∥∥∥∥α ∫
Ω

f1(ω)dµ+ β

∫
Ω

f2(ω)dµ−
(∫

Ω

(1Af1(ω) + 1Acf2(ω))dµ

)∥∥∥∥
≤
∥∥∥∥α ∫

Ω

f1(ω)dµ−
∫
A

f1(ω)dµ

∥∥∥∥+

∥∥∥∥γ ∫
Ω

f2(ω)dµ−
∫
A

f2(ω)dµ

∥∥∥∥
<
ε

2
+
ε

2

Hence, f ∈ I1
F .

�

To prove the Aumann integral is closed is not a piece of cake, neither is

it trivial to produce a counterexample to show the Aumann integral is

not closed in general. However, if the Aumann integral is closed, it will

do us a lot of good since, ab initio, we have established a metric on the

set of closed (and bounded) subsets of a metric space, E; convergence

with respect to this metric; and related convergences (such as Kura-

towski, Mosco, Wijsman, Kuratowski-Mosco). For a counterexample,

see Li et al. (2002). We now make preparations to determine when it

suffices for the Aumann integral to be closed.

In what follows, E remains a separable Banach space, E∗ its dual

and E∗∗ its bidual. In Chidume (2014) it is proved that the map

(the canonical embedding) J : E → E∗∗ defined by J(x) = φx (where



66 4. THE AUMANN INTEGRAL

φx : E∗ → R is given by φx(f) = 〈f, x〉 for each f ∈ E∗) is an isometric

isomorphism onto J(E).

Definition 11. The space (E, ‖ · ‖) is said to be reflexive if the

canonical embedding J is onto (i.e., J(E) = E∗∗).

Let µ, ν be measures on (Ω,A). We remind that ν is absolutely con-

tinuous with respect to µ if ν(A) = 0 whenever µ(A) = 0, A ∈ A.

Also, in plain terms, a function is said to be of bounded variation if the

supremum of the variations over all possible partitions is finite.

Definition 12. A Banach space E is said to have the Radon-

Nikodym property (RNP) with respect to a finite measure space (Ω,A)

if for each µ-absolutely continuous measure ν : A → E of bounded

variation, we can find an integrable function f : Ω→ E such that

ν(A) =

∫
A

f(ω)dµ for each A ∈ A.

It is known that every separable dual space of a separable Banach space

and every reflexive space have the RNP Li et al. (2002).

With these developments, we now state without proofs two sufficient

conditions under which the Aumann integral is closed, as adapted from

Li et al. (2002).

Theorem 24.

(1). If E is a reflexive Banach space and F ∈M1(Ω,Pc(E)), then the

Aumann integral ∫
Ω

F (ω)dµ =

{∫
Ω

f(ω)dµ : f ∈ I1
F

}
is closed in E.
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(1). If E has the RNP and F ∈ M1(Ω,Pkc(E)), then the Aumann

integral ∫
Ω

F (ω)dµ =

{∫
Ω

f(ω)dµ : f ∈ I1
F

}
is closed in E.





CHAPTER 5

Conclusion and Future Work

1 Conclusion

We obtained the Aumann integral of a set-valued random variable,

which is useful in so many ways. Of interest to us is its application

in proving laws of large numbers (LLNs) for set-valued random vari-

ables. If the measure, µ defined on the σ-algebra, A is a probability

measure, the Aumann integral of the set-valued random variable F is

exactly the expectation of the set-valued random variable F . From

LLNs, as the number of samples drawn increases infinitely, the sam-

ple mean approaches ( in Hausdorff, Kuratowski, Mosco, Wijsman,

Kuratowski-Mosco sense) the population mean which is the expecta-

tion of the population random variable.

2 Future Work

We hope, in the future, to apply Aumann integral in establishing dif-

ferent laws of large numbers where applicable. Laws of large numbers

are in turn, applied in image processing, artificial intelligence, control

theory and mathematical economics.
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