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ABSTRACT

In recent timestherate of growthn informationavailableon theinternet has resulted in
largeamouns of data andanincrease in online user$he Recommendation System has
been employed to empower ustrygnake informednd accurate decisisfrom thevast
abundance of informationn this Research, we propose a hybrid recommender engine
which combines ConterBased and Gllaborative filtering recormendatios. This seeks

to explore how prediction accuracy can be enhameezkisting collaborative filtering
frameworls.

We investigate to see if &Recommendation System combiningrifentbasedand
Collaborative iitering, using a Mahout Frameworkand bult on Hadoop will improve
recommendatioraccuracy andilso alleviatescalability issue currently experienced in

processing large volumes of data for recommending items ta users

We employedthe Feature augmentation hybrid techniqwiere the outputfrom the
Contentbasedrecommend@on is used as an input @ollaborative filtering. The well
known MovielLens data was matched witle Internet Movie Database (IMDB) in order
to extract user and item content features. The input files generated frartetiration of
both databasewasconverted to text files which seras an input into the Collaborative
filtering framework in Mahout.

By means of various experiments, the best parameter optimization for Mahout Components
was determinetbr our model We further examined these models by comparing the Root
Mean Square Errayf our modelgainst thestateof art model

The proposed model showed significant improvement when comparedthgithure
collaborative modellt wasdemonstrad from our analysighat the extracted user and
items content features can, in some cases, lead to a better predetturacy. To be more
precise, it wagliscoveredthat the user feature, gender, has no marginal impact on our
underlying model whilanitem feature likeCourtry is more beneficial than genre, contrary

to findings in sometherresearch work.
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CHAPTER ONE
INTRODUCTION

1.1 BACKGROUND OF THE STUDY

Therateat whichinformationis growing on the internet has resultedlargeamouns of

data andanincrease in online users. THhisige explosion of data has flamtiusers with
largevolumes ofinformationand hence poses a great challenge in terms of information
overload.Resultantly, this has made\iery difficult for human being to processsuch
informationmanuallyand quite diffcult for themto find the right informationThe ability

to make informed andccuratedecisiors from the sheer abundance of information by users
often creates immense confusiorLargeinternetcompaniedike Amazon, Google, and
Facebook haveeen faced witta difficulty in managing this explosion of information
Recommendation systentmve been employed in order to transform this problem in a
smart way Figure 1.1 shows how recommender engines have stepped in this regard to

rescue users fromuchconfusion.

The vast increase in online data and gded totherise of big data. The Big Data world

has paidthe most attention tahe Recommendation System. Big Data has improved the
capacity to do recommendat®on a large scale. It has matie RecommendatioBystem

more important for the users agredics right piece of information out ofastamounsg

of information.The systenis a particular form of information filtering that exploits users
past behaviors or by the behavior of similar users to generate a list of information items

that is personally tailored to @mdusers preferences.

At present, in Ecommerce, RecommendatioSystems (RSs) are broadly used for
information filtering processst o del i ver personalized infor
preferences to particular items [1]. R#&tempt to suggest items (Movies, music, books,

news, web pages, etc.) that are mostyike interest the users. Amazavetflix and other

such portad useRSsextensively for suggesting content to their users &8 to alleviate



information overload problesby presenting the most attractive and relevant conterst. RS

havebecomeabasicneed of every-€ommerce portal.

Figure 1.1: The relevance ad Recommendation Engine to Users

1.2 PROBLEM STATEMENT

Most recently, a number of machine learning techniques and hybrid filtering techniques
have been implemented to achieve quality recommendations and to handle the problems of
pure Collaborative Filtering (CF). Sparsity, cold start, scalability, neighbor ixatysiand
accuracy are the main problems of CF [1]. To handle the problems of CF, other
recommendation techniques suclCasitentbased filtering [1], [5] an&nowledgebased

filtering [1], [4] have been combined with CF by using hybrid algorithms.

In this work, we introduce a novel hybrid system tbambines Contentbasedfiltering
and Collaborativetechniques. It will benvestigate if a combination of content features
from the matching of MovieLens Data and Internet Movie Database (IMRBJ
Collaborativefiltering based omthe Mahout Framework built on top of Hadpwill solve

the accuracy and scalability issue currently experienced in processing large volumes of



data for recommending items to useasd proposng an effective model that improves

recommendatioaccuracy

1.3 AIM AND OBJECTIVES

The aim of the project is to developigbridizedRecommendatioSystem on movie data
using Collaborative andContentbasedfiltering technique on top of an Hadoop [9]
platform ushg Apache Mahout [10] and Mo\iens dataset [11] to see the performance
on the base of scalability and speedaq to alleviate data sparsity and cold start problem
associated with pure CF

Objectives:

The following steps have been outlinedachieve this aim:

1 To study the different ways to combine Collaboratiering and Contenbased
methods into &ybrid RecommendeBystem

1 To determine the most effective hybrid system by incorporating somentbased
characteristicanto acollabaative approachitmplemented on Apache Mahout)

1 This will be implemented on top of Hadoop to improve scalability ssue

1 Todeterminghe implication of adjusting differeiiahout Componergarameters on

our hybridizedmodel.

1 To evaluate the performanoéthe developed hybrid recommendation engine against
existing models. Our novel approach will establish the influence of different content
features on recommendation accuracy

1 To use the welknown Movid_ens datasets [11].

1 The Movie Content features wibe extracted fronthe InternetMovie Database
(IMDB). Our goal is to match user ratings from the MovieLens dataset and movie
features from the IMDB in order to find appropriate item features.

1 To showthat theMovie Contentfeatureshat wereextracted hee a positiveimpact

on theprediction accuracy of our hybrid recommendation system.



1.4  SIGNIFICANCE OF THE STUDY

Collaborative filtering(CF) has been the mgatomisingand widely usedecommendation
techniquewhen compared to the different recommendation techniques that have been
developed recently?], [3]. Although CF has recordesdiccess in many application settings,
the CF approacktill has enormousithitations, for instance, the ability to handle data
sparsity, cold start problems and scalability [#k appropriateness and relevarnse
reduceddueto data sparsity. Datgparsity is a term used tofeg to a sitation whereby
users in general rate only a limited number of items. Andithéation of the CF approach

is when data is inadequate for both new users and new itaiasstar}, andits inability

to handle the exponential growth of baikers and items in the database (scalability
problem). This researchseels to improve the prediction accuya of the existing
collaboration framework by incorporatif@pntentbased features

It is expected that at the end of the study, we would have:

A Developed a hybridized recommender engine based @ontentbased and
Collaborative algorithrs using Mahout orHadoop in order to achieve scalability

A Developed an effectivelybrid Recommendation engine with improved accuracy and

efficiency.

1.6 SYNOPSIS

The rest of this thesis is organized as follows, chapter two reviews existing works in
Recommendationsystems, Collaborativefiltering, Contentbased Recommendation,
Hybrid Recommendation, different ways to combine Collaborative Gomitentbased
filtering , Big data implementatiofApache Mahout and Hadoop) and other related
research areas that are coesidl important to this study. Chapter three presents the
methodology of the proposed system; Matching MovieLens data and IMDB to extract
Movie content Features and the implementation of a java application based on Mahout
Recommendation framework sitting top of Hadoop for scalability purpose.

Chapter four discusses the implementation of the system and evaluation of the obtained
results as compared with existing models. Chapter five gives a conclusion with a summary

of the work and proposed future are&sasearch in hybrid recommendation syséem

4



CHAPTER TWO

LITERATURE REVIEW

2.1 INFORMATION RETRIEVAL AND FILTERING

Information retrieval involves getting the information resources that are regarded relevant
to an information need from a collection of resources. The relevance of the documents
retrieved during the search denotes the effectiveness and efficiency dbtheaiion.
Thelarger parbf the work on Recommendation Systems based on top

recommendation or rating prediction; the former requires bi/unary interaction data
between users and items, whereas the latter requires a dataset with ratings [15)eThis ty

of evaluation is also common in information retrieval (IR) systems [16].

Contentbased systems recommend itema tpvenuser based on their preference; they
predict ratings for an unseen item based on how much its description (content) is similar
to items which the user has highly rated in the past [17].

These approaches are based on information retrieval techniques [18] since the item
description is usually a texandidentification ofmost relevankeywords appearing in

the text gives rise ta vector (feature hsed) representatioBut in Contentbased RSs

there is no matcbf what is a query for an IR system. In other words, the ranking
produced by the system for a usefixed and it represents the best (predicted) ordering

of the items with respect to the relevance of the items for the user.

RSs are usually considered as a special case of IR systems, specifically, one where no
guery is given and the information to be retregtvas to be inferred from previous user
experiences. For this reason, some of the models and theories developed in IR have
already been translated to &Such as the Vector Space Model and the Probability
Ranking Principle [19].

In recent timesesearches have attempted tmify recommender systems and
information retrieval models together, by establishimggchedetween them [30] [31].

Instead, recommender systems have been traditionally investigated from a different

5



perspective, such as preferencedprton and Machine Learning [37], upon which the

main prediction models and evaluation metrics have been developed.

2.2 RECOMMENDER SYSTEM TYPES AND TECHNIQUES

Recommender systems haaolved in response to an appaneeed: helping people deal
with thehuge explosiof informationon the internet. Simply put, it was developed to
alleviate the problem of informatiayverload.In addition it has becomebviousthatit
canconnecipeople who shargimilarinterestsandnot just with relevant information
[38].

TheRecommender System is a system that involves predicting user responses to options.
It offers online users suggest®or what their interest might be, based on their past

actions such aahistoryof purchases and/or product searches, clicks, and ratings. The
ultimate aim ofa RSis to providea suggestiorthatis aimed at supporting users in

variousdecisionmakingproceses

Amazon uses this technique to displaya given usea list of recommeded items that
may be of interestirawing information fronthe usets pastpreferences anactions.

There are recommender engines that work bethiegcenet capture user behavior and
recommend selected items basedh@ir earlier actions. Facebook uses siaene

recommendetechnique to determine friends to suggest, thereby creatmg peopl e vy

may know | i st

2.21 ENTITIES IN RECOMMENDATION SYSTEMS

Common classes of entities to be explainea RSare underlined and explained below:
1 Itemis a general term used to denote what the system recommends 1o users
1 RSscollect fromUsers their preference or are inferred by interpreting user action

for exampleclicking a product may serve as an implicit preference. Users have



preferences for certain items and these preferences must be separated out of the
data. The data itself is represented as a Utility Matrix.
1 Utility Matrix represerga usefitem pair wheraisersrate items on a scale. This
rating depicts the degree jafeference of thaise for that item. It is usually on a
1-5 scale.
1 The goal of a recommender system is to predict the blanks Wtitltg Matrix
[13]
1 Populatinghe Utility Matrix is a higly important task as is almost impossible
to recommend items withotit
1 Transactions refer to a recorded interaction between a user and the RS.
Transactions are lelike data that store important information generated during
the humarcomputer interaan and which are useful for the recommendation
generation algorithm that the system is using. For instémegansactioriog
may contain a reference toselectedtem by the user and @escription of the
context (e.g., the user goal/query) for that particular recommendats®erjfthat
transaction may also includedaectcommentthe user has provided, such as the
rating for the selected item. Literally, ratings represenntiost pgular form of
transaction data thatRScollects.
These ratings may be collected explicitly or implicitly. In the explicit collection of
ratings, the user is askedraie a document on a pdefined scaleUseractions are
recorded and eatingis inferredin implicit ratings.
There are two general approaches to discover the value users place on items
1. Users can be asked to rate items. The limitations of this approach are based on the
fact that :
(a) Users are generally unwilling to provide responses
(b) Theinformation may be biased by the fact that it comes from people
2. Inferences can be made fram e behavior One can infer interest from
behaviorother than purchasing, forstanceif a user watchea movieon
Youtube previews a book on Amazon,th@e can 1 nf er st htahi € he
item

Specifically, recommender systems have the following components:



(1) background data, theitial information that the systestars with before the
recommendation process begins,

(i) input data, the informatiorequired othe userby the systenn order to generate
a recommendation, and

(i)  analgorithm that combines background and input data to arrive at its suggestions.

According to Robin Burke [39], he distinguished five techniques of the recommendation
(Figure2.1) according to the type of a background and input data as well as the algorithm

that is used to create the suggestions.

Recommendation technique

Content — l Utility- l [ Knowledge-

Collaborative

Demographic l

based based based

Figure 2.1: The example of taxonomy of the recommender systems [39]

Some otheresearchedistinguishes three main categories oSRS follows:
Collaborativefiltering, Contentbased filtering, an#éiybrid methods (Figure 2.2). For
more general inflanation andexamples of these techniqueseB. Ricciet al[14] [1].
Thisthesis mainlyfocuses on Collaborativefiltering, ContentbasedRecommendatign

andtheHybrid approach.



Collaborative
Filtering
Recommendation Content —
technique based Filtering
Hybrid Method

Figure 2.2: The example of taxonomy of the recommender systems [1]

2.2.2 COLLABORATIVE FILTERING (CF)

CF is considered to be the most popular and widely impleméstadique in RS.
Collaborativefiltering recommenditems based osmilarity measures between

1. Users

2. Items

3. Users and/or items
Items that are preferred lsymilar uses are recommended to a user. It is determined by
the similarity of the ratings of those items by the users who have rated both items. It
focuses on the similarity of the user ratings for two items.
Collaborative filtering exploreatechniquefor recommendig items based amatching
people withsimilar interest<F is based on the assumption that similar users tend to like
similar items.Three pillars of this approach are (1) many people imeighgageso that

the probability of a given persdimding othe's with similar preferencesill be high), (2)



peoplerepresening their interests othe systerm must be easynd (3) algorithms must

be able to match people with similar interests. [12]

2.2.3 CONTENT-BASED RECOMMENDATION (CBR)
Contentbased systems recommend items based on the properties of théatem.

instanceif a user has watched many romantic movies thescommenda movie

categorized n t he database as a BRé&osusesogattriblies roma
of theitem. The smilarity of items is determined by measurisignilaritiesbetween their
properties. It uses features of items determined by their similarity.
What must be done mCBR System igo:

1. Construct for each item a profile which refers to item profiling

2. Constuct a user profile
A profile is a record or collection of records representing important characteristics of the
item. In simple cases, the profitensiss of some characteristics the item that are
easily discovered e.g. consider the following featofes movie:

1 Set of actors of the movie

1 The director

1 The year in which the movie was made

1 The genre or general type of movie e.g. comedies, drama, romance.
The genre of movies is not readily available as pattt@flescriptionof the movies. It is
an ambiguougonceptinternetMovie Databas€IMDB) assigns a genre/gentesevery
movie.
The ultimate goal for CBR is to create both an item profile consistiadeafture-value
pair and a user profile summarizing the preferences of the user based ocovtheihe

utility matrix.

2.2.3.1 THE STRENGTH AND WEAKNESS OF CONTENT-BASED
RECOMMENDATION

WhenContentbasediltering is employed in R§ it comes with several advantages
compared to taCollaborativefiltering approah:

10



1 USER INDEPENDENCE - Contentbased recommendersly completely upomn
ratingsthat a given user providéeso b ui | d her Collaborptiveo fi | e . I n
filtering apprach depend onratings from othesimilaru s er s i n or der to
“near est n egivgnuben BimilauSensfend tolaee similar tastes since
they rated the same iteresnilarly. Thenthe nearest e i g hpbetenerices will be
recommended to the given user

2 TRANSPARENCY - CBRworks by explicitly listing content features or
descriptions that caused an item to occur in the list of recommendations. Those
features are indicators to consult in order to decithether to trust arediction
accuracy of a recommendation. Contrar@pllaborative systems are nasexplicit
as CBRsince the only explanation for an item recommendation is that unknown users
with similar tastes liked that item

3 NEW ITEM - Contentbased recommenders are capable of recommendingn@ms
yet rated by anyser. Consequentlyheydo not suffer from the nestem problem,
which affectsCollaborativerecommenders whictlependsolely onratings from other
similar userso make recommendations. Therefore, until the new item is rated by a

considerableumber ofusers, the system would not be able to recommend it.

Nonetheless, Content-based systems have several shortcomings:

1. LIMITED CONTENT ANALYSIS - Contentbased techniques have a natural limit
in the number and type of featureattlare associatesith the objects they
recommend. Domaiknowledge is often needed, for examplemiavie
recommendationshe system needs to know the actors and directors, and sometimes,
formal definition of entities and their relatioase also needed.oGtentbased
recommendation systesitamot provide suitable suggestions if the analyzed content
does not contaiadequate iformationto differentiatdtems the user likegrom items
the user does not like. Some representations capture only certain aspects of the
content, but there are many others that w
instance, often there isnited information in the word frequency to model theruss

interests in jokesr poems, while techniques fdifective computing would be most

11



appropriate. Again, foweb pages, feature extraction techniques from text completely
ignore aesthetic qualities and additional multimedia.
To sumit up, both automatiand manual assignment of features to itesmot
sufficientenougt o define di stinguishing aspects of
necessary for the elicitation of user interests.
2. OVER-SPECIALIZATION - Contentbased recommenders have no inherent
method forfinding something unexpected. The system suggests items whose scores
are high when matched agai ndathrilledWwiththetser pr
recommendedemsbecause the items suggestedsam@lar to those already rated.
This drawback is ab calledhe serendipity problenrhighlighting the tendency of
Contentbased systenaodudng recommendations with a limited degree of novelty.
As an example, when a user has only rated movies directstattypamon she will
be recommended judtoekindo f mo v i e s .Confentbaped tedhraqcieas’
difficulty in recommendingnythingnew, limiting the range of applications for
which it would be usetu
3. NEW USER - Enough ratings have to be collected befo@oatentbased
recommender system can really understand user preferences and provide accurate
recommendations$sa when few ratings are available, as for a new user, the system

will not be able tgrovide reliable recommendations.

2.24 HYBRID RECOMMENDATION AND APPROACH

One commoroccurrencen RSsresearch is thdemando combine recommendation
techniques to achieve peak performance. All of the known recommendation techniques
haveadvantageanddisadvantagesand many researchers have chosen to combine
techniques in different ways order to leverage their advantagéhissessiorsurveys

the different hybrid recommendation approash

Hybrid systems combine two or more techniques in ordgaito better performance with
fewer limitations of each approach [pMany hybrid systems have been applied to travel

and tourism applications. For instarteeRicciet al.[14] illustratea travel planning

12
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recommender system that is cémesed, hence iskbwledgebased, but also
Collaborativebased since it recommends travel services that have been evaluated

positively by othes.

Fab is a recommendation system designed to help eiggiarethe enormous amount of
informationavailable on the internethis hybrid system combines theéontentbased
andCollaborativemethods of recommendation in a way that exploits the advantages of

the two approaches while avoiding their sh
automatic recognition of emergent issuelevant to various groups of users. It also

enables two scaling problems pertaining to the rising number of users and documents, to

be addressed. [5]

One major tactic for improving recommendation is to comkiokaborativefiltering

with Contentbasel recommendersVe can illustrate the benefits of such hybrid systems
with a simple examplesuppose one user haged the NBA page frol@BSSports.com
favorably, while another has rated the NBA page from CNNSIfemarably, pure
Collaborativefiltering would find nocorrelationbetween the two users. However,
Contentanalysis can show that the two items are in fact quite similar, thus indicating a
match between the users. The Fab [5] system builds on this intuition. It analyzes the
content ofitems that users rate favorably to buldntentbased profiles of user interest.

It then applieollaborativefiltering techniques to identify other users with similar
interests. In another effort, the Group Lens research grdaptisgby using
Collaborativefiltering as a technique to combine the opinions of other users and personal

information filteringagents [21].

2.2.4.1 POSSIBLE COMBINATION OF HYBRID RECOMMENDATION

Hybrid recommender systersify two or more recommendation techniques to gain
better performance with fewer of tekortcoming®f any individual one. Most
commonly,Collaborativefiltering is combined with some other technique in an attempt

to avoid the ramjup problem.
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Table 2.1 show seven?) different ways by which Collaborativétering can be

combined with other recommendation techniques as proposed by [60]

Table 2.1: Hybridization Method$60]

HYBRIDIZATION

METHOD DESCRIPTION
The scores (or votes) of severatommendatiotechniques
Weighted are combined together to produce a single recommendati
The system switches between recommendation techniqug
Switching depending on the current situation.
Recommendations from several different recommenders
Mixed presented at the same time.

Features from different recommendation data sources are
Feature combination | thrown together into a single recommendation algorithm.
Onerecommenderefines the recommendations given by
Cascade another.

Outputfrom one technique is used as an input feature to
Feature Augmentatior| another.

The model learned by one recommender is used as input
MetaLevel another.

2.3 APACHE MAHOUT

Mahout is an open sourdgighly scalable machine learning library from Apache. It is
readily employed when there is a need to process very large data, especially large data
that is far too large for a single machine .The implementatidfainoutis written in

Java. As a java library, itas no graphical user interface nor an installer. There is no need
to install it, rather itis a framework of tools intended to be used and adapted by
developers. Mahout offers the programmer a rdaedyse framework for doing data

mining tasks on largeolumes of data.
Some portions of Mahout'’' s wbApka cahreee sb uHaldto otp

infrastructure at its background to process huge volumes of data. Mahout uses the Apache

Hadoop library to scale effectively in the cloud.
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Mahoutabstracts a number of techniques and algorithms. The three key areas of machine

leaming focused on by Mahout arecommender engineslustering, and classification.

The focus of thisesearchs therecommendeengine.

Figure 2.3: Mahout in the Apache Software Foundation [10]

The component8lAVA classesprovided by Mahout to build a recommender engine are

as follows:

1

T
T
il
il

DataModel
UserSimilarity
ItemSimilarity
UserNeighborhood

Recommender

From the data store, the data model is prepared and is passed as an input to the

recommender engine. The Recommender engine genaridesfrecommendationfor

agiven user. Figure 2.4 showse architecture cdtypical recommender engine.
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Input files for
Data Store — Data Model

Data
Model

Recommender

k"-lei ghborhood

Similarity Metric
Preference

Figure 2.4: Architecture of a recommender engine via Mahout

2.3.1 DEVELOPMENT OF A SIMPLE RECOMMENDER USING MAHOUT
LIBRARY

Figure2.4 shows a typical architecture of a recommender engine via Mahout.

Below aresteps to building a recommaer engine according t& Maxwell Harpelet al

[61]. The similaritymatrix used ighe Pearson Correlation

Stepl: CreateDataModel Object

The constructor of PearsonCorrelationSimilarity class requires a data model object which
holds a file that contairthe Users, Items, and Preference details of a product. The

DataModel object requires the file object which contains the path of the input file.

Step2: Create UserSimilarity Object
Create UserSimilarity object using PearsonCorrelationSimi(#rdsin beany other

UserSimilarity classglass.

Step3: Create UserNeighborhoodobject
This object definet he concept of *“neighborhood’
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There are two types of neighborhoods:

e Nearest NUser Nei ghborhood: This c¢class com
nearest n users to a given user. "Nearest" is defined by the given UserSimilarity.

e Threshol dUser Nei ghborhood: This c¢class co
userswhose similarity to the given user meets or exceeds a certain thresheld.

similarity is defined by the given UserSimilarity.

Step4: Create Recommender Object

Create UserbasedRecomender object. Pass abthacreatedbjects to its constructor

Step5: Recommend Items to a User

Thisrecommend products to a user using the Recommender interface. This method
requires two parameters. The fiisthe user id of thactive useto whom we need to
send the recommendations, and the secefas to the number of recommendations to

be sent.

2.4 HADOOP

Hadoop is an opesourcesoftwareframework from Apache thdacilitatesstorageand
processg of big data in a distributeenvironment across computer clustesgng simple
programming models.

Hadoopis an open sourc&pacheproject written in Jaa and designewith a storagepart
known asadistributed file system (HDFS) andhaocessingapacityfor distributed
computation.l t €stblishedonthe Googleproprietarydistributedfile system and
MapReducgrogramming paradigmwhich gives an enabling environment for
programmers to write applications wititensive computations acrossllions of

computers

2.5 RELATED WORK

Clearly, we are not the first to point out potential benefits of combihi@Gontent

basedapproach and Collaborativitering techniquesbut our novel approach combines
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the extraction and integration of MovieLens data and IMDB data to ifgout files for
Collaborative framework achieved via Mahout . The research was extended to build the

model on Hadoop to achieve scalability.

The RTango system [40] uses a weighted hybrid recommender. The scores of
recommended itesarecomputed from the results of all the available recommendation
techniques. It initiallyassigrs ContentbasedandCollaborativerecommendersqual
weight, butsteadilyfine-tunes the weighting as predictions about user ratinggiargy

establishedr not confirmed

The DailyLearner system [41] uses a switching hybrid recommendation in which
Contentbasedecommendation was employed first. If CBR cannot naak&dequate
recommendation, then CF is attempted to come up with recommendations tiwit are
nearin a semantic way to the items previlyusated highly, but are stiimportant and

relevant.

The RersonalisedTV(PTV) system [42] uses mixed approach tocaptuing u s er s’
preferences abotglevision viewing. lemploysCBR based on textual descriptions of TV
programs. Thethe Collaborativetechnique is employed to gathiaformation about the
preferences of ber users. Recommendations b@intentbased andollaborativeare
combined together in the final suggested progran PTV, the Contentbased

recommendatiotakes priority over Collaborativeresponses.

Otherimplementation®f the mixed hybrid are ProfBuilder [43] and PickAFlick [44],
where recommendations from more than one technique are presented together. They

present multiple recommendation sources-bigiside.

The feature combination hybrid was employedagu, Cet al[45]. It reports on
experiments in which the inductive rule learner Ripper emaployed imrecommending
movies using both user ratings aswhtent features, and achieved significant

improvements irprediction accuracgver a purely collaborative approach. However, this
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gainwas only achieved by hasfdtering content features. The authaliscoveredhat

applyingall of the available contef¢atures improved recall but not precision.

TheRestauranRecommendeEntreeC [39], is a cascaded knowledigesed and
collabortive recommendertd knowledge of restaurantsas requiredo make
recommendat i ons déclarsdatdrests. Thetrecoenmendadons ase
lodgedin jarsof equal preference¢hencollaborativefiltering is employed to break ties,
further ranking the suggestions in egah

The Libra syst e m:basedapmaclaaecdmmentiationfdootise n t
based on data fourah theAmazon sitelt employsa naive Bayes text classifidrhe
collaborative engine used by Amazon is used to extract content infornratios text

data used by the sgsh. Thesecontentfeatures were found toavea weighty

contibution to the quality of recommendations.

The GroupLens research teaommbinedCollaborativefiltering with Knowledgebased
techniques to Usenet newselhployed feature augmentation [20]. They implemented a
set ofKnowledgeb a s #ltdrbots’  u glistimcgcriteria, such ake size of included
messageand thenumber of spelling error&atingsare contributed by these bdtsthe
database of ratings used by alaborativeportionof the system, acting as artificial

users. Withmplementation®f fairly simple agerg, email filteringwas improved
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CHAPTER THREE

RESEARCH METHODOLOGY

3.1 INTRODUCTION

As mentioned earlienve aimto develop a hybrid recommender that is able to achieve
higher prediction accuracy than ordinary single component systélsst rating
informationwasextraced from Movie lens dataset and content features from IMO®.

aim wasto match the welknown MovielLens [11] rating data with the corresponding
IDMB [48] movie features. Althougthis research merelfocused on movie datait also
soughtto design a universal model thaguldbe deployed for other domains.

Generally Collabarative recommender systems thrive in two major areas: it can be
employed either to predict how much a user will likeitam, or to recommend a list of
items to a user [49]. In other words, it mainly deals with the prediction of unknown user
item ratings oitem recommendation.

Before we camadeany design decisions regarding our hybrid recommender, we adalyze
all system constraintfirstly. In the followingsections the proposed methodology and

components that make up the systma discussed

3.2 METHODOLOGY

Figure 3.1 gives an overview of the proposed methodolbgg.is divided intotwo parts:
ContentbasedRecommendation and Collaboratiiering using Mahout Libraries
The high-level approach is to firf extract and integrate the Movielemataset and
IMDB data andfinally, Collaborativefi | t er i ng using Mahout Libr
integrated data to recommend a list of items to a user.
The following steps have been outlined to achieve the aim of this project:

1 Usingthe weltknown Movielens datasets [11].

1 Extraction ofthe Movie Content features frotheinternet Movie Database (IMDB).

1 Matchingthe user ratings from the MovieLens dataset and movie features from the

IMDB in order to find appropriate item features.
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Using the resuls obtainedabove asninput in Collaborativefiltering.

Determiningthe most effective hybrid system by incorporating differ€ontent

based characteristics intaCallaborativeapproach(on Apache Mahout)

Evaluatingthe different combinadins of the parameters of the Mahout Libraries and
determinng the most effective configuration for our modgthis will be implemented

on top of Hadoop to improve scalability issue

Evaluatingthe performance of the developed hybrid recommendatigimeagainst
existing models. Our novel approach will establish the influence of different content
features and the implication of adjusting different parameters on recommendation
precision

Demonstratinghowt he extracted content prédetot ur es

accuracy of our hybrid recommendation system.
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Mﬂhodology Hybrid Recommendation

Content-Based Recommendation Collaborative Fitering using Mahout

S Input files for Data Model . Java/J2EE

Movielens Movielens userl item] preference
data userl item2 preference

Application

user2 item] preference
user? item? preference
Matching of
Movie titles

Extraction of Mavie
IMDE Data Features

Construction
of Integrated
Database

Evaluate Result _
Root Mean Square Error item] preference
(RMSE)

Figure 3.1: Methodology for improving Recommendation Prediction Accuracy

3.3 CONTENT BASED RECOMMENDATION

Contentbased recommendation takes into accountdmeentor attributes of items.

Because Mahout does not implem@ontentbasedapproachesn our research wadopt
theapproach outside Mahqund then incorporate the movie features into the
Collaborativeframework in order to improve prediction accuracy.

TheIMDB is an enormousassemblyf movie information (aute | ai med t o be
biggest movie database). The IMD&bsite[48] provides 49 text files in aldoc format
(called lists) containing different characteristics about movies daagtor.List or
countryList). For the purpose of this project, we imgaronly a few of the IMDB text

files namely; Country, Director, Gen@dRelease Dates.
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MovieLens is a movie recommender project developed by the Department of Computer
Science and Engineeringtae University of Minnesotdt is a system thaises
Collaborativefiltering. Movie preferences are collected from users and then users with
similar taste are grouped togethBased on the movie ratings expressed by all the users
in a groupit attempts to predict for each individual their opinion on movies they have
not yet seenA relational database about movig$uilt, viz. different tables containing
movie descriptions and user ratingsorder b acconplish this we extract, transfan

and integrate data providég MovieLensandIMDB sites. This databasgused to

generate the input file for the Data model in Mahout.

The extraction and integrati@i datahave 5 main steps:
0] Extraction of MovieLens data,
(i) Extraction of IMDb data,
(i)  Matching of MovieLens and IMDb movie titles,
(iv)  Construdbn of the integrated database,
(V) Generation ofninputfile for the Collaborativeframework

Figure 3.2 shows an overview of these steps.
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Content-Based Recommendation

Extraction of

Movielens Movielens -
Data

data

Matching of
Movie titles

bl E——
of Integrated

Database

Extraction of Maovie
IMDE Data Features

Input Files

Figure 3.2: ContentBased RecommendatierExtraction andntegration of MovieLens
and IMDB Data

3.4 COLLABORATIVE FILTERING USING MAHOUT

Mahout implements a Collaboratititering framework. A Java/J2EE application
invokes a Mahout Recommender whose DataModel is based on a set of User preferences
that are built on the ground of a physical Datastore (input files). Figure 3.3 outlines the
order in which the&Collaborativeframework viaMahoutis achieved

0) The mapping of the input files into a DataModel Mahkooinpliant.

(i) Tuning the Recommender components.

(i)  Computing Rating Estimations.

(iv)  Evaluating Recommendation.

24



Collaborative Filtering
using Mahout

Input files for Data Model Bl 1./ 10EE

Applicatio
userl,iteml,preference pplication
userl item?2 preference

user2 item] preference
user?. item?2 preference

Incorporate Item
Features from
#:untent Based | - Recommender

Recommendation

Recommendation
Evaluate Result

Root Mean Square Error item1,preference
(RMSE) ;

Figure 3.3: Collaborative Filtering Using Mahout Libraries

3.5 RECAP
We proposed a methodology that combinesGbetentbased features witGollaborative

Filtering.

The next chapter discusses the implementation and experiments carried out using the
proposed model as well as detailed results, comparistire oésults with state of the art
recommendation engin® verify the correctness as well as specific achievements and

contributionsof this work.
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CHAPTER FOUR

IMPLEMENTATION, RESULTS, PRESENTATION AND DISCUSSION

4.1 OVERVIEW OF THE IMPLEMENTATION APPROACH

This chapter discusses the implementation of the proposed model with focus on the
recommender engine, tools and methods esedell as the results obtainedphesentig

the experimental results, we discuss how our model compares to the Ctalkzdicrative
filtering algorithm using standard benchmarks: Root Mean Square Error. The result of this
work shows significant improvement in recommendation accuracy when compatattto

of the art models. This implementation was achieved on windows 7 opesydiegn.

4.2 EXTRACTION OF IMDB DATA

IMDb data set exist in files with extension .list.gz. They come with different formats,
includingtabular lists, tagged text and hierarchioeganized textThese files are available

for download from their website [48]. From past work, Movie features can be retrieved
from the Internet Movie Database (IMDB) in several ways [56] [57]. We decided to create
a copy of the IMDB data files on our local system toidveerformance loss due to
unreliable network connections. Thextsubsections describe software tools, source files,
target schemas, extraction processes and cleaning processes.

421 SOFTWARE TOOLS

Previous work in recommendation engirtess explored several software packages and
tools for extracting IMDB data. This section will highlight the software tools weae

employed to implement the extraction of IMDB text files.
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IMDBPY 4.7

Installing Python programming languag® a prerequisitebeforean IMDPY applcation
can be installed. Pythoreksion2.7.11wasemployed for our implementatiott is worth
noting thatadding the installation directory to theser andsystem variablas highly
important[52].

IMDDbPY is a Pythorapplication provided for easy retrieval, storing and management of
IMD B data. It abstracts the difficulties associated with extracting and storihmbie
information from the IMDBmovie databaselhe imdbpy2sql.py scripised to populate

the IMDB databae created on PostgreSQusing the data in the IMDDb's plain text data
files, isan important aspedf IMDbPY. This application was installed [$1n the same

location as the python27 directory.

4.2.1.1 SQLODbject

SQLOBJECTis a major requirement for the script to riinis a Python objeetelational
mapper betweea SQL database and Python objects. In this case, it is used to map the
PostgreSQldatabasand the IMDPY python scripThis is automaticallynstalled as part

of site-packagesluring the instalition ofa Python programming language.

4.2.1.2 PSYCOPG

Psycopg is one of tHeostgreSQladaptes for the Python programming languadjs.main
use is to provide a platform for the implementatiofiPgfhon DB API 2.Gspecifications
Several extensions allow access to many of the features offered by PostgreSQL [54]

Psycopg 2.6.1 was used for the implementation

4.2.1.3 POSTGRESQL

The database used for this extraction is PostgreSQL (Version1.22.1) [53]
A database namedhidb’ was created via the PSQL consoiecreate database/ imdb
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In order b create the tables and to populate the database, you mtts¢ iordbpy2sql.py

script: # imdbpy2sql.pyd /dir/with/plainTextDataFilesfu 'URI'

Wheret he *“ / di r / wiFtiH/epl/di nwlaesx t@GPeppt lhaon €’ d thamii tchh i
location of thedownloaded.ist filesin our local directory. The file must haaeextension

“.gz” and t he “pbsRjied/postgeepdsigres®lacalhesihhdb’

4.3 EXTRACTION OF MOVIELENS DATA

Unlike the IMDB datatheMovieLensdata was easier and straightforward to extract into

a database. The datageas imported into theddtgreSQldatabase in order to match their
tables with the IMDB tablegurrently, there are four data sets available at the MovieLens
website([11]). The first one is MovieLens 100K Dataset which consists of 1700 movies
with 100,000 ratings from 1000 users. Releasedpril 1998. The second one ike
MovieLens 1M Dataset which cassts of 4000 movies with 1 million ratings from 6000
users. Releasad February2003. The third one is MovieLens 10M Dataset which consists
of 10 million ratings and 100,000 tag applications applied to 10,000 movies by 72,000
users. Released January2009. The fourth one is MovieLens 20M Dataset which consists
of 20 million ratings and 465,000 tag applications applied to 27,000 movies by 138,000
users. Releasad April 2015.All the ratings in thesdata sets range from 1 to 5. The big
number indicatessers' high preferense

This thesis use thelO0k data set that is composed of RATINGS, USERS, and MOVIES
data sets with the following fields:

MOVIERATINGS: [User ID, Movie ID, Rating, Timestamp]

USERS: [User ID, Gender, Age, Occupation,-Zqule]

MOVIES: [Movie ID, Title, Genres]

4.3.1 MOVIELENS RATING INFORMATION

Even though previous work has successfully empldiedime factor forCollaborative

filtering [55], weweremainly interested in thirst three fields< userlD; itemID; rating >.

28



Samples ofating informationwvasprovidedas a text file The fields are illustrateid Table
4.1

Table 4.1: Extract of Rating Data

User ID Item ID | Rating | Timestamp
196 242 3 892685437
186 302 3 874795795
22 377 1 878887116
244 51 2 880606923
166 346 1 886397596

43.2 MOVIELENS ITEM INFORMATION

This research wasterested in additional item features, which leéljin giving more
precise item descriptianSome sample records of thmvieLensitem file are illustrated

in thefollowing table:

Table 4.2: Extract ofMovieLensltem File

movie e -

i movie title release date | imdb url genreQ0 ... genrel8
http://us.imdb.com/M/title-

1 Toy Story (1995 01-Jan-95 ( 1

y Story (1995) exact?Toy%205tory%20(1995)
http://us.imdb.com/M/title-

2 GoldenEye (1995 01-Jan-95 i R 0

ve ) exact?GoldenEye%20(1995)

3 Four Rooms (1995) | 01-Jan-95 http://us.imdb.com/M/title- 0 0
exact?Four%20Rooms%20(1995) |
http://us.imdb.com/M/title-

4 Get Shorty (1995 01-Jan-95 (o 1

y (1995) exact?Get%20Shorty%20(1995)
http://us.imdb. M/title-

5 Copycat (1995) 01-Jan-95 p://us.imdb.com/M/title T 1
exact?Copycat%20(1995)

The last 19 fields represent different genres, whereas a 1 inditattttee movie is othat

genre and a O indicates it is not. It is possible that movies can be in several genres at once.
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For instancethe Golden Eyebelongs to the categoriésiventureandAction. The novie

IDs are those used for item IDs in ttaing data Table 41).

4.3.3 EXTRACTING MOVIELENS USER FEATURES

Firstly, the user id column in the rating ddtam MovieLenswas replaced by he wuser ' s
age. Secondly, the useveregrouped or classifiebly their age. Thirdly, the average rating

was computed by adding all user s ratings
procedure was also applitalthe UserOccupation and Useagenderfeatures This script

was executed taenerate the inputile for further processing by ouCollaborative
recommendation engine. The similarity between useas therefore based on these
demograhic features which represattthe attributes of the item itselfhe following

scripts Figure 41) were executed on the @L editor of Postgr@QL to extract the

demographic user content features.
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',f;- Query - imdb on postgres@|localhost:5432 * -_ -

File Edit Query Favourites Macros View Help

3 ‘ 8 o | a ‘ }-:" b RS bt ‘ | ¢ O imdb on postgres @localhost: 5432

SQL Editor | Graphical Query Builder ¥
Previous queries [ = Delete
1 --Extracting Age Movies, average rating
2 SELECT distinct age, item id ,round{sum{rating)/count(rating), 2)
3 FROM u_data, u_user
4 WHERE u_data.user_id = u user.user_id
5 group by age,item id;
[
7
8
9 --Extracting gender Movies, average rating
10 SELECT distinct gender, item id ,round(sum(rating)/count(rating), 2)
11 FROM u_data, u_user
12 WHERE u_data.user_id = u_user.user_id
13 group by gender,item id;
14
15
16
17 --Extracting cccupation,Movies, average rating
18
13 SELECT distinct cccupation id, item id ,round(sum(rating)/count{rating),
20 FROM u_data, u_user,u_cccupation
21 WHERE u_data.user_id = u user.user_id
22 and u_user.occupation = u_occupation.occupation
23 group by cccupation id,item id
24 SELECT distinct age, item id ,round(sum{rating)/count(rating), 2)
25 FROM u_data, u_user
26 WHERE u_data.user_id = u_user.user_id
27 group by age,item id
28
29
] I b
Qutput pane
Data Output | Explain | Messages History
age item_id | round
NuUMeric nUMeric numeric
1 7 2 3.00
2 7 7 4.00
Ok, DOS  Ln5, Col22,Ch 191

Figure 4.1: Scripts for extraction of Usexrge,Usergender Useroccupationand User
Features

4.4 ITEM FEATURES EXTRACTION AND COMBINATION

Each of thdMDB files contairedinformation about an independent item feature. Despite

that, we decide on Table 4.3vith movie features to use asupport for the obtained rating

information. Among the bulk dieatures some seerd more promising than others. For

further investigation we selected the followiMpvieLensand IDBM item feature as

candidates:
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Table 4.3: Selected Movie Features

IMDB MOVIELENS
Item Features User Feature
Genre Age

Country Occupation
Director Gender
Release date

In our approach we were mainly interested in the Movie and User entities, and their
relations to any other available features. Possible movie featerestheactor,country;

and genre, as well as users that gave ratings on these Resm the perspective atiser

we hadthe features gendesge and occupation, plus items that were raigdhe users.
Our goalwasto combine the original ratindatawith all extracted feature information in

a singlemodel.

Other thartheselected user features selected from MovieLens BAEB contairedmore
movieattributes Further item attributes shown in Table @w&reextracted from IMDB via

a stored procedure Ppendix A) written in PostgreSQI he real benefits of these features
on recommendation prediction accuraeiere determined by testg on our system
performanceWe checled whetherthe input files generated from these content features
would actually improve the state of &bllaborativeframework.

As discussed in the literaie review, the weakness of this Content Based recommendation
should be strengthened by tGellaborativeAlgorithm implemented in Apachilahout
Thefollowing subsectiondescribeghe research papeirmplementation of recommender

engine using Apache Mahb

4.5 IMPLEMENTATION OF RECOMMENDER ENGINE BY APACHE
MAHOUT

Apache Mahout is basically a Java style framework, therefore, to run or devedop jav

packages, a useful integratedvdlopment environment (IDE) Eclipseas employed.
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Since Apache Mahowvorking with Javajnstallation and configuration of environment

for Java in windows 7 is indispensable. Accordinglames, G.et al. [50], the Java
programming language is a language designed to be simple enough that many programmers
can achieve fluenciyn the languageAppendix B shows the extract of Java codes that was

employed in this implementation

As discussed earlier, the input data for @udlaborativefiltering algorithmwasgenerated

by matching MovieLens data with IMD&ata using theimovie titles.Inputfiles were then

fed into the FileDataModel class. It acasgtdata in the format userld, itemid,
pref(long,long,Double).

The following subsection describes the software tools and the parameter configuration of

Mahout components in cedto achieve optimal recommendation.

451 CLOUDERA

Cloudera is an open source platform built on Apache Hadoap.cdhnsidered aa one
stophub for big datdn order to realize the UNIXke environment on Microsoft Windows,
Cloudera QuickStart VMvas installed . Installing Vmware Workstation 12 playaisa
prerequisiteto havingClouderaon our windows 7 operating system(OS). It riegpla 64

bit host OSThe installation of Apache Mahout and Apache Maven was made rather easy
on Cloudera The instuction of the instadition of Clouderacan be found o their
websitep8]. Operation according to the instruction alkahvfor the easydownload and
installation of iton the computer.

The PC memory (RAMyvas extendeftom 4gigabytes(4G) to 8gigabytes(8@)order to

boost the system performance. 4G Ram was allocated to the Virtual Machine.

452 APACHE MAVEN

Apache Maven held to manage dependencies, compile code and package source by
automatically downloading th@ecessary libraries for the projects. Apache Maven
distribution is provided irseveral formats [58]. The project's dependenaiese defined

in the<dependenciessection of our POM (Project Object Modelhe POMis an XML
representation of a Maven pradjdeld in a file named POM. XML
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4.6 MAHOUT RECOMMENDER COMPONENTS - PARAMETERS

OPTIMIZATION
The Mahout Recommender engirveas preconfigured with a variety of builb
components. These componentere adjusted to meet varying system requirement
specifications and to improve recommendation performance. This section highlights the

various parameteconfiguratiors for our model

4.6.1 DATASET

The rationale behind the choicetbératio of data used fasur implementation was derived

from the analysis done in (Table 4.4).

Even though user rating incredses dataset increagehe sparsity of data also incredse

The table gives an overview of dataset features over varying size. The 100k dataset with
0.063 eensiy had 6.3% of its cell populated with ratingshile 93.7% of its cellwere

sparse (not filled with ratingsJhe densities for the remaining datasete0.042 br 1M
data,0.013 for 10M datand 0.005 for 20 data.We can therefore,deduce lat the
sparsity of the 100K datawas lower than the other three, thereforewas best for
optimization
Also, the 100k dataset requirshorter computational time and smaller memory utilization

in order to tune the differemécommendecomponents for@timization.
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Table 4.4: Analysis ofMovieLensDataset for optimization

Avg Ratin Aol /ES:;?SISe

Dataset | Users | Items | Ratings | Ratings/ g Ratings .
. Scale . Ratings

Movies (users*items) .
(Density)

100k 943 1682 | 100,000 59 [1-5] 1586126 0.063
IM 6040 | 3883 | 1,000,209 258 [1-5] 23453320 0.042
10M 69,878 | 10,681| 10,000,054 936 [0.55] | 746366918 0.013
20M | 138,493| 27,278| 20,000,263 733 [0.55] | 3777812054 0.005

4.6.2 SIMILARITY METRICS AND NEIGHBORHOOD CRITERIA

To obtainagoodresult, and obtaining them fast reqdiselong process of

experimentation and refinement in order to create an optimized recommender engine. The

userbasedecommeder was chosen over titem-basedecommenderBoth

implementatios wereexperimentedo achieve the besbptimization Resultantlythe

result of thealgorithm wasmprovedwith a GenericUserBasedRecommendkss.

Table 4.5shows the prediction error when the different neighborhoodnsasemodified

and evaluated with fiveimilarity metrics. Tablet.6 shows the prediction error whéme

threshold neighborhoogiasapplied to the same similarity metritable 4.5 and 4.6

below give an overview aflomponents thatereassembled tarrive at our best

optimization forsimilarity metrics and neighborhood criteria.
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Table 4.5: The relative performance olserbasedecommender with different similayit
metrics and nearestNeighbohood

Euclidean Distanc{ 1.218 | 1.206 | 1.202 | 1.087 | 1.121 | 1.059 | 1.029 | 1.011
Log Likelihood | 1.101 | 1.099 | 1.087 | 1.071 | 1.04 | 1.036 | 1.032 | 1.031
Tanimoto 1.102 | 1.099 | 1.004 | 1.087 | 1.056 | 1.035 | 1.029 | 1.032
Coefficient
Spearman 120 | 1.214 | 1211 | 1.185 | 1.149 | 1.122 | 1.093 | 1.079
correlation
Pearson
Coralaton 1202 | 119 | 1167 | 1158 | 1153 | 1109 | , o, | 109
1.4
1.2
1
Wo.g
=
o

0.6
0.4
0.2

0

n=10 n=12 n=15 n=20 n =50 n=100 n=150 n=200
Number of Nearest Neighborhood

m Euclidean Distance mLog Likelihood = Tanimoto Coefficient = Spearman correlation

Figure 4.2: Visualization of values in Tabk.5
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Table 4.6. The relative performance ofuserbasedecommender with different similarity metrics,
using Thresholbased\eighborhood

Threshold-based User Neighbourhood

Similarity t=09 | t=0.8 | t=07 | t=06 | t=05 | t=04 | t=03 | t=0.2 | t=0.1
Euclidean Distance| 1.112 1.112 | 1.106 | 1.051 | 0.993 0.991 1.019 | 1.024 | 1.024
Log Likelihood 1.031 | 1.0292| 1.029 | 1.030 | 1.032 | 1.031 | 1.031 | 1.031 | 1.031
Tanimoto NaN | NaN | NaN | NaN | NaN | NaN 00 | 1.031| 1.043
Coefficient

Spearman 1124 | 1118 | 1.109 | 1.085 | 1.065 | 1.052 | 1.042 | 1.036 | 1.0
correlation

Pearson Correlatior] 1.146 1.119 | 1.100 1.075 [ 1.058 1.046 1.034 [ 1.0 1.030

1.4

1.2

[EEN

RMSE

® Euclidean Distance m Log Likelihood

t=0.7

t=0.6

t=0.5

t=0.3

THRESHOLD NEIGHBORHOOD

t=0.2

= Tanimoto Coefficient

Spearman correlatiomPearson Correlation

Figure 4.3: Visualization of values in Table 4.6
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4.7 SYSTEM EVALUATION

471 PERFORMANCE MEASURE

The effectiveness or otherwise afrecommendation engirie often measured by the
prediction accuracy othe result Mahout provides classes for the lenxadion of a
recommender system. We empolyhe predictiordbased measurdabeprecise Root Mean
Square Error (RMSE)

RMSE is a typical measuref the accuracy ofh recommendesystem.lIt is a score
indicating howwell a Recommender performed. The lower the RMSE, the higher the
prediction accuracy. It returns an error value that describes the deviation of our model from
the actual data. Ineasures how close the computed estimates are to the values actually
observed. Irour case estimateserethe outcomes of our hybridized model, and actual

valuesweregiven through our test dataset.

The Tables4.5 and 4.6 above illustratehe performance of each similarity metriche
similar users were defined either by the fixegnber or by the thresholfihemost suitable
similarity metric from the tablevas theEuclidean distance. Mvas significantly more

suitable for the 100K movie data than all the other similarity ngetric

We deducd that a high number of nearest neightmwrd represeetl a low threshold
value. Thebest performand®r nearesn user based neighborhooccuredata prediction
error of 1.011with 200usemeighborgcell painted in reth Table4.5). The corresponding
threshold based neighborhood prodiite optimum recommendatiat a threshold of 0.4
and 0.5Consequently, the neighborhood criteria according to thresholdagsudtbetter
evaluation value than those based on neighborhood nuntieisest evaluations occed

whenathreshold betwee@.4 and 0.%vas used

Further investigatiomeveakd that the ratio of dathad an insignificant impact on the
evaluation result. Both the 100k data and 1M aeteefed separately as input data into
our recommendation engine. The RMB8&re0.964 and 0.9%respectively. Thdifference

wasquiteclose. Thisvas helpful because the 1M data t@d&nger computational time to
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get the result. Therefore, Wwas advisable to use the 100k data fie remaining
computation as the bigger dataset was too-tioresuming to be usable for ti@®ontent
features analysis.
Accordingly,we took the best solution for our implementationtiethe

1 Userbased recommender

1 Euclidean distance similarity metric

1 Threshold neighborhood

4.7.2 USER CONTENT FEATURES

Table 4.5 refers to the influence of various user content features on the prediction accuracy
of our recommender engine. The predictioneflRMSE) of our original UseMovie data

was compared to that UserAge, UserOccupation and Usdggender.

Ranking the performance of the examined {isatures, we can sdlyatthese featurelsad

a positive influence on the prediction accuracy of orginal model. For the User
Occupationcategory, the mdiction error was lower thanthe UserMovie between the
threshold values of 0.5 to 0.Eor the UsetAge category, the prediction erraaslower

than the UserMovie for all ranges of the neighborhood threshold. Even though the
optimum recommendation of Usekge occured at a threshold between 0.7 and 0.9 as

opposed to the optimal performance of User movie at 0.4 and 0.5

It wasclearly observable théihe UseOccupation perfored better tharthe UserAge at
threshold values of 0.5 t0 0.1

All values forUsergendemvereNaN (not a number). It means the valueseundefined

This can probablype explained by the fact thalli movies cannot be recommended to an
individual just because dhe gender onlyWith gender typically being female and male,

it is no suprise that the experiment could not find any impact on the accuracy of

recommendations.
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Table 4.7: Evaluation ofa Userbased recommender withuclidean distance similarity
using neighborhood thresholdJSER FEATURES

RMSE

Threshold | (User-Movie) ( User-Age) ( User-Occupation) (User-Gender)
0.1 1.024 0.9 0.87 NAN
0.2 1.024 0.9 0.87 NAN
0.3 1.019 0.9 0.87 NAN
04 0.991 0.891 0.86 NAN
05 0.993 0.845 0.77 NAN
0.6 1.051 0.83 NAN NAN
0.7 1.106 0.79 NAN NAN
0.8 1.112 0.79 NAN NAN
0.9 1.112 0.79 NAN NAN
1.2

0.8
L
g 0.6
e
0.4
0.2
0
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Neighborhood Threshold
— (User-Movie) ( User-Age) ( User-Occupation) (User-Gender)

Figure 4.4: lllustratesthe influence of the examinedser content featusen thesystem
performance
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473 |ITEM CONTENT FEATURES
Furtherto our experiment, we investigated the influence of various item features listed in

Table 4.8 on the recommendation prediction accuracy. These item features; genre, director,
country andrelease date were extracted freme IMDB data and then matched witie

MovielLens data.

Table 4.&efers to the influence of variottem content features on the prediction accuracy
of our recommender engine. The prediction eflRMSE) of our original UseMovie data
was compared to that d¥lovie-Genre, MovieCountry, Maoie-Director and Movie
Release datéhese itenfeatures RMSEverefurther comparedo the lowest RMSE for

UserOccupation whichwas0.77, thisoccuredat a threshold of 0.5

Ranking the performance of the examiiteth-featuredbased on Table 4,.8ve carsafely
deduce the following:

1 The MovieDirector featurgoroducel a marginal improvement over our original
UserMovie model.

1 The MovieRelease datéeature performed less in improvingceenmendation
accuracy thathe Movie-Genre for all range of teshold values except at 0.6.

1 Comparingthe item Feattes the MovieCountry produced surpassing prediction
resuls. Surprisingly, the MovieCountry feature produced the optimal
recommendation at a threshold of 0.9 to 0.8. The prediction accuracy tyadual
reducel as the threshold redutdn spiteof this gradual reduction, the prediction
error was lower for all range of neighborhood threshoeltien compared to the

remaining item features.
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Table 4.8: Evaluation ofa Userbased recommender withuclidean distance similarity
using neighborhood threshold TEM FEATURES

RMSE
Threshold | (Movie-Genre) | (Movie-Country) | ( Movie-Director) | (Movie-Release date)
0.1 0.742 0.7 1.013 0.795
0.2 0.742 0.7 1.013 0.795
0.3 0.737 0.697 1.005 0.79
0.4 0.708 0.659 0.958 0.745
0.5 0.674 0.583 0.921 0.672
0.6 0.637 0.500 0.965 0.618
0.7 0.646 0.46 1.049 0.676
0.8 0.654 0.381 1.064 0.792
0.9 0.654 0.333 1.064 0.797
1.2
1
0.8
\
L \
go.s
o
0.4
0.2
0
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

NEIGHBORHOOD THRESHOLD

— (Movie-Genre) (Movie-Country) ( Movie-Director) (Movie-Release date)

Figure 4.5: lllustratesthe influence of the examined Itenontent featurgon thesystem
performance
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4.7.4 COMPARING USER/ITEM CONTENT FEATURES

Our analysis reveatithat the overall performance improvement of the item featvess
much higher than the user featymgn though the MoviBirector feature performed less
in improving ecommendation accuracy thdre Userage and UseDccupation.

This was further buttssed by the graph iRigure 4.6. Appendix @ivesan overviewof
theexpeimental result of the compaonbetween user and item features

Accordingly, the featuresvere ranked in the order of positive influence over our
recommender engires showrbelow:

1. Movie-Country

2. Movie-Genre

3. Movie-Release date

UserOccupation

UserAge

Movie-Director

UserMovie

© N o g &

UserGender
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2 —
7 06
0.4
0.2
0

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
THRESHOLD NEIGHBORHOOD

— (Movie-Genre) = (Movie-Country) == ( Movie-Director)
(Movie-Release datey==(User-Movie) — ( User-Age)
= ( User-Occupation) = (User-Gender)

Figure 4.6: TheRanking Performance of User/ltem Features

44



CHAPTER FIVE

SUMMARY AND CONCLUSIONS

5.1 SUMMARY

In the course of the study, vpeoposed a novel approach to improving recommendation
accuracy.In order to achieve better recommendation results, we combinedthmth
Contentbasedand Collaborativefiltering techniques to builé Hybrid Recommender

engine.

Our model is novel because rating and content information tinenviovieLens data and
IMDB datawerecombined to a unified model through a simple yet unique approach. We
extracted user demographic featuseshas user content features and some movie item
attributes as item features.

The main advantages of this unified modelte thefewerparaneters and more reasonable

prediction results.

Our hybrid recommender was implemented by ug&ipgcheMahout.The recommender
components were tuned to detemmthe most effective parameter fecommendatiorBy
means of variougxperimentswe demonstitgd that the extracted content featunese
beneficial to the prediction accuracy of our hybrid recommendation engine. In addition, we
were able to confirm thathe examined item featureeniormed better than the user

feaures.

5.2 CONCLUSION

From this study, it can be concluded that theveloped hybrid recommendation engine
using a combination ofhe ntentbasedrecommendation an@ollaborativefiltering
framework perform better than puollaborativefiltering. This improvement can be
attribuied to thevarious user and item features extracted from the MovieLens data and
IMDB data.
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Also, it is believed the hybrid recommegitbn engine proposed in this work will be of
great benefit in the design of recommendation systgitin the ability to generate more

individual and accurate prediction result

5.3 RECOMMENDATION AND FUTURE WORKS

One of the challenges faced during the course of this study was the implementation of
matching IMDB data and MovieLens daiée unstructured manner in which the IMDB
dataare stored made the process time consuming. Since the MovieLens data are more
structured, it isherefore recommended as future wtitkitmore item content features are

included in the MovieLens dataset.

For the evaluation of our hybrigpproachwe employed the MovieLeAKOOK dataset,
which contaired 100000 useitem ratings. However, it would be quite interestiiag
explore the impact of tag applications which come with bigger MovieLens databéte
recenttag genome on prediction accuracy

It is recommended that more user and item features be explored apart from the examined
ones in this thesidn addition, a hybrid of user ctent and item contérieaturescan also

be explored to check thefluence on recommendation prediction accuracy over our model.

Information retrievaimetrics like Precision and Recall can albe employed tcevaluate

the accuracy of theecommender
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APPENDIX A: SOURCE CODE SNIPPET

FEATURE RETRIEVAL - POSTGRESQL

1 )—---Extracting lorie - Genre

2 select distinct user id,genre id ,round (sun(rating)/count (rating))
3 from u item a, title b, u data c,movies Im d,genre e,movie info f
4 where a.movie title = CONCAT(title,' ','(',production year, ')')
and c.ltem id = a.movie id

6 and c.item id = d.movie 1d

7 and e.genre = f.1nfo

8 and b.1d = f.movie 1d

9 and f.info type 1d = 3

10 qroup by user id , genre id

14 -----m- Extracting Mpyie - Director

select distinct user id,person id ,round(sum(rating)/count (rating))
16 fromu iten a, title b, u data c,movies Im d,role type e,cast info f
17 where a.movie title = CONCAT(title,' ','(',production year, ')')

18 and c.item id = a.movie id

19 and c.item 1d = d.movie 1d

20 and f.movie 1d = b.id

21 and e.id = f.role id

22 and e.1d = 8

3 group by user id , person id
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FEATURE RETRIEVAL - POSTGRESQL

----------- country

select distinet user id,country id ,round(sun(rating)/count (rating))
from u item a, title b, u data c,movies Im d,country e,movie info f
where a.movie title = CONCAT(title,' ','(',production year, ')’)

and c.ltem 1d = a.movie 1d

and ¢.1ltem 1d = d.movie 1d

and e.country = left(info, gtrpos (1nfo,':')-1 )

and b.1d = f.movie 1d

and f.info type 1d = 16

qroup by user id , country id

---Extracting Mpvie - Release date

select distinet user id,right(info,4 ),round(sun(rating)/count (rating)
from u item a, title b, u data c,movies Im d,movie info f

vhere a.movie title = CONCAT(title,' ','(',production year, ')’)

and c.ltem 1d = a.movie 1d

and ¢.1ltem 1d = d.movie 1d

and b.1d = f.movie 1d

and f.info type 1d = 16

qroup by user 1d ,2
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APPENDIX B: RECOMMENDER ENGINE - JAVA PROGRAM

1 classuserbasedrecommedation {
2 [/ private static int neighbourhoodSize= 0.7;
3 public static void main(String args[])
4 { 4
String recsFile="Cltext\imdb_data.csv";
5 5
6 /lfor Recommendation evaluations
RecommenderBuilder userSimRecBuilder =
7 new RecommenderBuilder() { 7
8 @Override
9 public Recommender buildRecommender(DataModel model)throws TasteException
10 { 10
UserSimilarityuserSimilarity = new
11 EuclideanDistanceSimilarity(model);
12 /*ThresholdBased Neigborhood*/
UserNeighborhood neighborhood =new
13 ThresholdUserNeighborhood(0.5, userSimilarity, mode
14
/IRecommender used in your real time
16 implementation 16
17 Recommender recommender =new GenericUserBasedRecommender(model, neighborhood, userSimilarity);
18 }
19 h
20 try {
/[Creating a data model to be passed on to
21 RecommenderEvaluateevaluate method
FileDataModel dataModel = new
22 FileDataModel(new File(recsFile));
23
24 /I*RecommenderEvaluator is RMSE*/
RecommenderEvaluator evaluator = new
25 RMSRecommenderEvaluator(););
26 26
/lfor obtaining User Similarity Evaluation
27 Score 27
double userSimEvaluationScore =
evaluator.evaluate(userSimRecBuilder,null,dataModel,
28 0.7,1.0);
29 System.out.printin("User Similarity Evaluation score : "+userSimEvaluationScore);
30
31 } catch (IOException €) { 31
32 /l TODO Autogenerated catch block
33 e.printStackTrace();
34 } catch (TasteException e) { 34
35 // TODO Autogenerated catch block
36 e.printStackTrace();
1 clace 1icarhacadranrammadatian [
1——classuserbasedrecommedationt
38 }
39 } 56
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APPENDIX C: EXPERIMENTAL RESULT

Comparison of User and Item Features

USER/ITEM FEATURES
Movie- User-
THRESHOLD C(ountry) o,;iupation)

0.9 0.333
0.8 0.381
0.7 0.46
0.6 0.5

0.5 0.583
0.4 0.659
0.3 0.697
0.2 0.7

0.1 0.7
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