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Abstract 

Sodium-ion batteries (SIBs) have been identified as an effective technology for grid-scale energy 

storage because of relatively low cost and natural abundance of sodium, but the lack of suitable 

anode materials with high Coulombic efficiency and reversible capacity has been a challenge. 

While graphite, an anode material in Lithium-ion batteries (LIBs), has been used for storing Na 

ions, its performance in terms of efficiency and capacity has been unsatisfactory for practical 

applications. Hard porous carbon has the promise to be an excellent anode in SIBs, but its atomic-

scale structure is not known to pose a fundamental scientific question that must be addressed to 

understand the mechanism of its ability to store Na+ ions. Here, we present a computational route 

to construct structural models of porous forms of carbon. Using first-principles density functional 

theory simulations we derive the model porous carbon structures of varying density (1.70, 1.85, 

2.0 g/cm3), and determine their interaction with intercalating Na, Li, and Mg atoms estimating the 

associated anodic voltages. While Li and Mg interact more strongly with porous carbon than Na 

ions, we demonstrate that carbon atoms are chemically more activated at a lower density of 1.7 

g/cm3 resulting in strong interaction with Na atoms and can be good anodic material in NIBs. Our 

comparative analysis of changes in the electronic structure of porous carbon with Na, Li, and Mg 

intercalation helps understand the mechanism of Na uptake into hard and porous carbon and will 

stimulate the development of improved carbon-based anodic materials for SIBs. All calculations 

were performed using the Quantum espresso simulation package, the total energy was calculated 

by the generalized gradient approximation coupled with PBE functional.  

 

Keywords: Density Functional Theory; Sodium-ion batteries; Porous Carbon Model; 

Intercalation; Anodic material 
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CHAPTER ONE 

1.0 INTRODUCTION 

1.1 Background introduction 

The importance of energy storage has grown to an unprecedented level in today’s increasingly 

technologically driven, highly mobile, and energy-demanding society. The development of 

rechargeable battery technologies has been primarily influenced by the electronics industry, 

aerospace, military applications, and as energy sources for electric vehicles. While these 

applications for battery systems will remain, pressing needs regarding the efficient use of 

renewable energy resources to reduce fossil fuel consumption have contributed to battery research 

in recent years [2,3]. Increasing the use of renewable energy sources, such as wind and solar power, 

bring problems with modulating the resources over time and integrating them into the grid 

smoothly and safely. It is also important to balance electricity generation and demand between 

daytime and night-time to optimize grid utilization. Therefore, large-scale energy storage is 

extremely important to shift electrical energy from peak to off-peak periods. Among the various 

technologies proposed for renewable energy applications, secondary batteries appear to be one of 

the most promising means for storing electricity on a large scale because of its flexibility and high 

energy conversion [4,5]. Fossil fuel consumption of internal combustion engines gives rise to 

environmental pollution, that results in an urgent need for the development of hybrid electric 

vehicles (HEVs), plug-in hybrid electric vehicles (PHEVs) and electric vehicles (EVs). Research 

into secondary lithium-ion batteries is crucial in the development of these alternatives to petrol 

and diesel cars, as high energy and power density batteries are required [3, 6]. The limitation of 

lithium resources increased the cost of mining, and reliance on imports has made it necessary to 

explore alternative battery technologies. Sodium-ion batteries have gained interest in this regard 

as they offer similar chemistry to lithium-ion based systems since sodium behaves in a similar way 
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to lithium, and much more abundant metal and is, therefore, lower in cost. Although sodium-ion 

batteries are a promising alternative, they suffer two major issues when compared with their 

lithium counterparts. Firstly, Na has a lower ionization potential than Li, resulting in lower energy 

densities for sodium-ion batteries. Secondly, Na+ ions have a larger ionic radius and are heavier 

than Li+ ions, which may lead to slower ion diffusion and large volume changes on the cycling of 

the electrode. Despite these factors, sodium-ion batteries would be an optimal choice for use in 

large-scale energy storage systems, where their lower gravimetric capacity is less important, as 

they could offer cells, which are low in cost and long life. The differences between lithium-ion 

and sodium-ion chemistries also mean that new crystalline solids can be explored to facilitate the 

intercalation/deintercalation process of the larger ions [3,4, 7-12].  

Secondary batteries based on divalent ions, such as magnesium, are also under consideration as an 

alternative to Li-ion technologies. While the development of these cells is still in its infancy 

compared to Li-ion batteries, the prospects of increased energy density and the ability to use a 

metal anode make magnesium batteries promising for future commercial use. However, several 

challenges need to be overcome before this is a possibility, including the development of a suitable 

cathode and anode material as Mg2+, suffer from slow diffusion through more conventional 

insertion compounds [13-16]. This introduction chapter will first outline the components and 

materials in lithium-ion batteries, followed by details of sodium-ion and magnesium materials for 

batteries, including the compounds examined in this work. 
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1.2 Batteries for Electrochemical storage 

A battery is a device that converts the chemical energy contained in its active materials directly 

into electric energy through an electrochemical oxidation-reduction (redox) reaction. Batteries can 

be classified into two categories: primary batteries, which use the chemicals once only in a single 

discharge, and secondary batteries or “rechargeable batteries”, which can be recharged by a 

reversal of the process and reused again. While the term ‘‘battery’’ is often used, the basic 

electrochemical unit is the ‘‘cell.’’ A battery consists of one or more of these cells, connected in 

series or parallel, or both, depending on the desired output voltage and capacity. The cell consists 

of three major components: anode, cathode, and electrolyte (Fig 1.1).  

 

 

 

 

 

 

 

                      Fig 1. 1 Scheme of an electrochemical cell during discharge   Source: Wikipedia 

During the discharge of batteries, the process of converting chemical energy carried by the battery 

into electric energy takes place while electrochemical oxidation of the electrode (A→A+e-) 

proceeds at the anode. Electrons transferred from the negative terminal through the external circuit 

engage in reduction (B++e-→B) at the positive terminal, which is known as a cathode. The 

electrolyte serves as an ionic conductor of the ions between the two electrodes guaranteeing the 

electro-neutrality. It is typically an organic solvent with dissolved salts to impart ionic conductivity 
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although they can be also ceramic, polymeric, or composite. The cell voltage depends on the 

potential difference between the two electrodes [11,12]. 

The amount of electrical specific energy, (W·h kg–1) or volumetric energy (W·h·l–1), that a battery 

can deliver is a function of the cell potential (V) and capacity (A·h·kg–1), both of which are related 

to the chemistry of the system. In Fig 1.2 some of the various existing technologies in the market 

for EES are compared as a function of the volumetric and gravimetric energy densities. The main 

characteristics and technical properties of different technologies are summarized in Table 1.1. 

 

 

 

 

 

 

 

Fig 1. 2 Comparison of the volumetric and gravimetric energy densities of different rechargeable 

batteries for EES [13]. 

Lead-acid batteries have fast response times, small daily self-discharge rates, and relatively high 

cycle efficiencies (63-90%). However, they have limited energy density, risk of hydrogen 

evolution, and require the use of heavy metals. Although the cost of a lead-acid battery is relatively 

low, it is not a good option for large-scale EES applications due to its relatively short lifetime. 

Typical applications of lead-acid batteries include automotive power (starting the engine, electric 

and hybrid vehicles) and standby emergency power. Although they show higher reliability in terms 

of specific energy, cycle life, and round-trip efficiency of Pb-acid batteries, to date there have been 
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very few commercial successes using Ni-Cd batteries for EES applications. The weaknesses of 

this technology are the use of toxic heavy metals and memory effects. They are mainly used for 

railroad and mass-transit installations aircraft batteries, lighting, emergency power, and power 

stations. The metal hydride electrode of Ni metal hydride batteries (Ni-MH) has a higher energy 

density than the cadmium electrode resulting in a higher capacity or longer service life. In the 

portable sealed configuration, it is being used in consumer electronic devices (cellular phones, 

transceivers, computers, etc).  

Sodium-sulfur battery (Na/S) technology is commercially available for grid applications, with 

some 200 installations worldwide, accounting for 315 MW of discharge power capacity. However, 

the main drawback is to maintain operating temperatures a heat source is required, which uses the 

battery’s stored energy, partially reducing the battery performance [14]. Redox flow batteries like 

vanadium redox battery (VRB) are especially advantageous because the power is independent 

of its storage capacity. It is determined by the size of the electrodes and the number of cells in the 

stack; whereas the storage capacity is determined by the concentration and the amount of 

electrolyte. They show very small self-discharge but they also show low performance resulting 

from non-uniform pressure drops and the reactant mass transfer limitation, relatively high 

manufacturing costs, and more complicated system requirements compared to traditional batteries 

[8]. There are not many commercially available redox flows battery systems at present. Lithium-

ion batteries (Li-Co and Li-FP) offer superior energy efficiency, high power density, fast charge, 

and discharge capability, low weight, and long cycle life. The main disadvantages are the high cost 

due to overcharging protection circuitry and the risk of capacity loss or thermal runaway. Given 

their high energy density, they are suitable for portable applications (electronics, vehicles). That 

explains the share of worldwide sales for Li-ion portable batteries (63%) is much larger than those 
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for Ni-Cd (23%), Ni–MeH (14%) [13].  

 

1.2.1 Li-ion batteries  

The first commercial Li-ion battery (LIB) was developed by Sony in the 90s and contained LiCoO2 

and petroleum coke as cathode and anode, respectively [18]. Li-ion batteries quickly became a 

competitive technology for portable devices thanks to their high energy and power density. In most 

commercial lithium-ion batteries, active materials undergo a topotactic reaction where lithium ions 

are reversibly removed or inserted into a host, without a significant structural change to the host. 

They are also referred to as rocking-chair batteries as the lithium ions ‘‘rock’’ back and forth 

between the positive and negative electrodes as the cell is charged and discharged.19 However, 

there are also alloying and conversion processes. In the latter, the material undergoes a solid-state 

redox reaction during lithiation/delithiation, in which changes in the crystalline structure, 

accompanied by the breaking and recombining chemical bonds have been extensively studied. The 

reaction mechanisms is illustrated in Fig 1.3  

 

Fig 1. 3 Schematic of a typical rechargeable lithium-ion battery with a LiCoO2 cathode and 

graphite anode. During charging, Li+ ions flow to the anode through electrolyte and electrons 

travel through the external circuit [18].  
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1.2.2 Sodium-ion batteries  

Lithium-ion has been successfully employed as a charge carrier for secondary batteries due to its 

good performance derived from their small ionic size allowing fast kinetics and low atomic number 

leading to high theoretical specific capacity and energy density. These characteristics have made 

lithium-ion batteries to be fully integrated into portable devices and electric vehicles. However, 

there is much controversy about the extent of lithium´s reserves29.  The large scale demand for 

this alkali might increase its price shortly due to the low abundance of it on the Earth´s crust.5 This 

global situation has driven researchers to investigate new battery technologies based on abundant 

resources such as magnesium-sulfur, sodium ion, and magnesium ion batteries [30,31,32]. 

Sodium-ion batteries were investigated in parallel to the lithium-ion batteries during the 80s [33]. 

However, lithium-ion batteries drew attention due to their higher energy density. Despite Na 

chemical similarity to Li, there are significant differences between them as presented in Table 1.2. 
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Table 1.1 Comparison of the characteristics of Na and Li [34,5]. 

 

CHARACTERISTICS Na Li 

Cation radius 1.02 Å 0.76 Å 

Atomic weight 23 gmol- 6.9 gmol-1 

E0 VS. SHE -2.7 V -3.04 V 

Melting Point 97.7 °C 180.5 °C 

Abundance 23.6.103 mgkg-1 20 mg.kg-1 

Distribution Everywhere 70 % in South America 

Price, Carbonates 0.07 -0.37 €.kg-1 4.11 – 4. 49€.kg-1 

 

Na is cheaper, more abundant and it is more evenly distributed than Li, which is mostly located in 

South America, and, the production of LIB depends on the import of Li. Moreover, it is possible 

to use Al current collectors in the anode electrode instead of Cu, as happens for Li batteries, which 

can be translated into a decrease in the cost of the battery. However, despite Na and Li are 

chemically similar, the larger size of Na ions results not only in lower volumetric capacity 

compared to lithium but also in the lithium-ion technology being non-fully transferable to sodium. 

On the one hand, the different size between Li and Na affects the properties in the host structure 

of the intercalated and deintercalated materials and, on the other hand, the existence of different 

surface passivation processes can lead to different electrochemical performance. Direct anodic 

application of elemental alkali metals (lithium or sodium) in rechargeable alkaline ion batteries 

causes poor cycle performance and short-circuits because of their low melting point (180.5 ºC for 

Li and 97.7 ºC for Na), high chemical reactivity and dendritic growth during charge and discharge. 
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Therefore, the major challenge in developing sodium-ion technology lies in finding good electrode 

materials [35]. An obvious place to look for good Na electrode materials is by starting at structures 

and chemistries that work well for Li intercalation. This is because the open crystal structure that 

allows Li intercalation is often suitable for Na intercalation. Regarding the applications, sodium-

ion batteries are becoming one of the most promising alternative technologies for stationary energy 

storage because the weight of the device is not of primary importance, while the higher energy 

density makes lithium more appropriate for portable applications. For stationary applications, long 

cycle life, low cost, and high safety are the most important parameters. Hence, abundant, non-

toxic, stable, and low-strain electrode materials need to be developed to ensure large-scale and 

long-term applications and to decrease battery management costs. 

Recent developments in cathode materials for sodium-ion batteries include layered oxides, 

polyanions, Prussian blue, and organic compounds. Anode materials can be categorized into 

carbonaceous materials, transition metal oxides, or sulfides, metal alloys, and organic compounds. 

In the next section, a short description of the main electrode materials reported for sodium-ion 

batteries will be summarized. 
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Fig 1. 4 Recent research progress in materials for sodium-ion batteries: (a) cathode, (b) anode 

Source: www.google.com 

  

http://www.google.com/
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1.2.3 Magnesium ion battery  

As mentioned above the challenges facing lithium-ion batteries have increased research interest in 

post-lithium technologies. Rechargeable magnesium batteries presents a promising technology for 

energy storage. Magnesium-based technology is promising for several reasons. Firstly, Mg is 

abundant in the Earth’s crust than Li, making it a cheaper metal to incorporate into electrode 

materials. Secondly, Mg is more atmospherically stable than Li and has a higher melting point, 

this makes it safer to handle and manufacture. The divalent nature of the Mg ion means it is also 

able to offer a potential advantage in terms of energy density [13–16]. One of the huge challenges 

facing Mg batteries is the development of a suitable electrolyte that is capable of reversible metal 

plating/stripping at the anode and supporting reversible intercalation against a high voltage 

cathode. A multitude of factors has slowed the development of a functional magnesium electrolyte, 

including limited electrochemical stability with the electrodes (i.e. narrow electrochemical 

stability window), lack of reversible Mg metal stripping and plating, instability against current 

collectors and low Mg mobility, leading to the formation of ionic couples. 

1.3 Carbon anode for metal-ion batteries. 

1.3.1 Carbon materials  

There are several carbon allotropes, for example, graphite with a sp2 hybrid orbital, a diamond 

with a sp3 hybrid orbital, and carbine with an sp hybrid orbital. Among them, sp2 carbons have 

been extensively studied as electrode material candidates for Lithium, sodium rocking chair 

batteries because they are capable of undergoing reversible intercalation/deintercalation of sodium. 
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1.3.1.1 Structure of sp2 carbons  

Graphite. 

In graphite, graphene layers are formed by carbon atoms of the sp2 hybrid orbital layered along a 

hexagonal plane. Delocalized π electrons have Van der Waals bonding between graphene layers. 

Since π electrons have the freedom to move between graphene layers, graphite has good electronic 

conductivity.1 In naturally occurring or high-quality graphite, the stacking sequence of the layers 

is generally ABAB with an interlayer 002 spacing of approximately 0.334 nm. (Figure 1.5) 

 

 

 

 

 

 

 

 

 

 

                                          Fig 1. 5 Hexagonal unit cell of graphite.  Source: www.google.com 

Disordered carbons. 

Most real materials contain disorder, including the 2H (hexagonal unit cell, ABABAB) and 3R 

(rhombohedral unit cell, ABCABC) stacking orders as well as random stacking [2]. Disordered or 

non-graphitic carbons exhibit a structure in which most of the carbon atoms are also arranged in a 

planar hexagonal network but long-range ordering in the c direction is lacking [3]. This structure 

is characterized by amorphous areas embedding and partially crosslinking (by sp3 hybridized 
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carbon atoms) more graphitic layered structure segments consisting of aligned small-

dimensionality sp2 graphene layers. Stacking disorders include those where the graphitic planes 

are parallel but shifted or rotated, termed turbostratic disorder. Disordered carbons that maintain a 

compact lamellar fine structure are mechanically soft like graphite. These disordered carbons are 

named “soft” or graphitizable carbons because they can be graphitized under heat treatment. In 

general, the graphitization process includes the expansion and stacking of graphitic planes, in a 

three-dimensional manner. During graphitization, carbon undergoes an increase in density and 

crystallite sizes (La and Lc), respectively, and a decrease in (002) interplanar spacing. (Figure 1.6) 

The turbostratic disorder is removed and strain in the material, relieved. In soft carbons, the 

crosslinking between the layers is weak due to Van der Waals bonding, so layers are mobile 

enough upon further heat-treatment at high temperatures to form graphite-like crystallites. In 

contrast, strong cross-linking will immobilize graphene layers avoiding graphitization by heat 

treatment and increasing their mechanical strength leading to “hard” or non-graphitizable carbons. 

The final product after pyrolysis will be hard or soft carbon depends mainly on the nature of the 

precursor. Oxygen-rich precursors tend to form hard carbon whereas hydrogen-rich precursors 

usually lead to soft-carbons. Soft carbons are usually obtained from highly condensed aromatic 

hydrocarbon precursors such as mesophase pitch [20], coal tar pitch [21], phosphorous doped pitch 

[22 3,4,9,10] perylene-tetracarboxylic acid-dianhydride (PTCDA) [23] or from petroleum or coal 

refinement or plastics with low oxygen content. 

 

1.3.1.2 Sodium storage mechanism of sp2 carbons  

Graphite. Graphite is the most common anode material for commercialized LIBs, which exhibit a 

capacity of 372 mA·h·g−1, corresponding to the formation of graphite intercalation compound 
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(LiC6) [24]. However, the conventional graphite cannot be applied as efficient anode material for 

SIBs in the usual way since the sodium intercalation into graphite is limited to the formation of 

NaC70 equivalent to poor capacity of 31 mA·h·g-1 [25]. To realize the sodium storage of graphite 

special treatments have to be undertaken. One approach is based on the use of graphite oxide and 

expanded graphite, due to the enlargement of the interlayer spacing, can effectively store Na+ 

through intercalation [26]. However, intercalation is not just a matter of diameter of the 

intercalating alkali metal as the insertion through the co-intercalation of Na+ and solvent molecules 

has been reported to happen according to the reaction in Eq. 2.1. 

Disordered carbons. Due to their good conductivity, non-toxicity, electrochemical activity at low 

voltages, and potentially low cost, disordered hard and soft carbons are the main candidates to 

become anode materials in commercial sodium-ion batteries. The nature of the reaction mechanism 

of sodium insertion in disordered carbons is controversial. The existing proposed mechanisms are 

summarized below.  

Insertion-Adsorption mechanism  

Until recently, it has been accepted the “house of cards” (Figure 1.6 a) mechanism proposed by 

Dahn et al. in 2000 is valid. According to Dahn et. al, in disordered carbons, the turbostratic 

disorder between graphene layers creates interlayer insertion sites for sodium ions within a range 

of chemical environments, giving rise to a range of potentials. The sloping voltage on the 

electrochemical profile below 1 V vs. Na+/Na. Additionally, hard carbons show a low voltage 

plateau which is ascribed to the filling of the micro-pores of the voids between randomly stacked 

layers. 
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Fig 1. 6 Visual representation of a) the house of cards model for the sodium/lithium storage in 

hard carbon showing two distinct parts in the voltage profile: intercalation inside the turbostratic 

nanodomains (blue) and pore-filling (red). b) The three-step mechanism proposed by Bommier et 

al. showing three distinct binding sites [31]. 

 

Although some experimental results have confirmed this mechanism, researchers have also found 

that it cannot be used to explain several experimental phenomena. For the same precursor, there 

are lots of micropores in the hard carbon pyrolyzed in low temperature, but low plateau capacity 

is exhibited. Besides the micropore volume of carbon decreases with the increase of pyrolytic 

temperature, the plateau capacity gradually increases [30].  

Adsorption- Insertion mechanism.  

Bommier et al. found that the slope capacity plotted against defect concentration lead to a linear 

relationship evidencing that defected carbon sites are responsible for the slope capacity rather than 

turbostratic nanodomains. These defects (monovacancies, stone-wales defects, extreme curvature 

in graphene sheets, and the presence of sp3 linking carbons that connect neighboring turbostratic 

nanodomains, etc) might have its sodiation voltage leading to a sloping voltage. They also 

observed expansion and contraction of d-spacing at the plateau region suggesting that intercalation 
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occurs at low voltages. Based on these results above, it was concluded that the slope region is 

related to the sodium storage on edges and surface defects of carbon, rather than micropores, and 

the low potential plateau region corresponds to the insertion of Na+ into carbon interlayers and 

minor Na+ adsorption on pore surfaces (Figure 2.3b). The mechanism proposed by Dahn et al. was 

supported by the experiments showing that the interlayer distance varies during the sloping region 

[32]. Ex-situ nuclear magnetic resonance (NMR) performed on hard carbons also demonstrated 

that low voltage plateau is related to sodium insertion of sodium ions forming quasi-metallic 

clusters in closed nanopores of hard carbon [33].  The existence of a contradiction between results 

might be indicative of both mechanisms taking place at the same time. Further studies would be 

required to fully understand these mechanisms [6]. 

 

1.3.1.3 Electrochemical performance of sp2 carbons  

Graphite: Prepared through a process of oxidation and partial reduction on graphite, expanded 

graphite has an enlarged interlayer lattice distance of 4.3 Å yet retains an analogous long-range-

ordered layered structure to graphite and provides capacities close to 290 mA·h·g-1 [26]. When the 

diglyme was used as the solvent with commercial graphite leads to an intercalation compound with 

an estimated stoichiometry of Na(diglyme)2C20, a reversible capacity of 100 mA·h·g-1 was 

delivered with excellent capacity retention for 1000 cycles [27]  

The use of graphite as anode for sodium-ion batteries, however, still entails some problems. Firstly, 

the intercalation of solvent molecules would lead to the consumption of electrolyte solvent, 

inducing the increase of resistance and demand for the excess electrolyte. Secondly, the low 

specific capacity and high intercalation voltage would cause a decrease in energy density in the 

full battery system [30]. Additionally, the large volume expansion (≈350 %) originating from the 
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co-intercalation behavior would result in the pulverization of graphite particles in the repeated 

charge-discharge cycles, leading to the degradation of cycling performance [34].  

Disordered carbons: A variety of amorphous carbon materials, have been employed as anode 

materials for SIBs with several micro/nanostructures. Due to fact that their kinetics are favorable 

for the transportation of ion and electron, some structures such as hollow nanostructured hard 

carbon materials [35], nano cellular carbon foams [36], templated carbon, carbon microspheres, 

hierarchically porous carbon/graphene composite materials, carbon nanofibers, carbon nanotubes, 

carbon nanoparticles, and carbon nanosheets have been evaluated as anode materials. The 

introduction of heteroatoms (e.g., B, N, S, and P) has been considered as a quite promising 

approach to enhance the capacity, surface wettability, and electronic conductivity, which can 

promote the charge transfer and electrode/electrolyte interactions. Thus, a variety of heteroatom-

doped carbonaceous materials with several morphologies has been widely explored as anode 

materials for SIB. For example, N-doped bamboo-like carbon nanotubes produced from pyrolysis 

of a mixture of dicyandiamide (DCD) and CoCl2 can deliver 270 mA·h·g-1 at 50 mA·g-1 and good 

rate capability attributed to short Na+ diffusion distance and a large electrode/electrolyte contact 

[44]. Likewise, N-doped carbon nanofibers obtained by pyrolysis of polypyrrole, deliver 172 

mA·h·g-1 of reversible capacity [40]. However, the low initial Coulombic efficiency (~30-40 %) 

of this type of nanostructured materials is the main limiting factor for real applications.  

Soft carbons: Sodium can be reversibly inserted into amorphous and non-porous carbon black, a 

highly pure elemental carbon in the form of colloidal particles that are produced by incomplete 

combustion or thermal decomposition of gaseous or liquid hydrocarbons. Carbon black provides 

a reversible capacity ~ 200 mA·h·g-1. However, a large irreversible capacity arising from the high 

surface area is observed [45]. Other soft carbons such as mesoporous carbon derived from 
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mesophase pitch or cellulose deliver reversible capacities as high as 331 mA·h·g-1 (0.08 C) and 

375 mA·h·g-1 (0.05 C), respectively. Pyrolysis of coal tar pitch also provides soft carbons with 

increased layer spacing and defects thanks to phosphorus doping which leads to good 

electrochemical performance (251 mA·h·g-1 at 0.27 C) [22]. Apart from the mentioned contents, 

many soft carbon materials have been studied as anode materials for sodium-ion batteries. 

Hard carbons. One of the most employed anodes for NIBs is hard carbon whose electrochemical 

performance depends on the synthesis conditions such as carbon source and carbonization 

temperature. First, hard carbons as anodes of sodium-ion batteries were reported in 2000 by 

Stevens and Dahn, who obtained a high reversible capacity of 300 mA·h·g−1 by carbonization of 

glucose at 1000 °C. Presently, there exist commercially available pitch derived hard carbons 

(Carbotron P of Kureha Corporation). It delivers a reversible capacity of 200 mA·h·g-1 

corresponding to a stoichiometry of NaC11 with a first cycle Coulombic efficiency of 69 % (at 

C/25) [47]. The regulation of nanoparticle morphology and the introduction of nano porosity are 

common strategies to accomplish highly reversible Na+ storage via artificially tailored nanopores. 

For example, a sugar derived nanoporous hard carbon provides 324 mA·h·g-1 of reversible 

capacity with 76 % of initial Coulombic efficiency [48]. Compared to bulk sugar derived hard 

carbon, these nanostructured materials show, as usual, slightly improved capacity at high cycling 

rates but similar reversible capacities compared with pristine hard carbon at low rates [14]. The 

pyrolysis of polymers such as polyvinyl chloride (PVC) or polyvinylpyrrolidone (PVP) or resins 

like resorcinol-formaldehyde (R-F) leads to hard carbons. The use of PVC nanofibers as hard 

carbon precursor leads to 256 mA·h·g-1 of reversible capacity with 66 % of the first cycle 

Coulombic efficiency and retention of 215 mA·h·g-1 after 120 cycles at 0.03 C.49. The former 

provides better reversible capacity (271 mA·h·g-1 at 0.05 C) but lower first cycle irreversible 



20 
 

capacity (48 %) [7], the pyrolysis of R-F leads to the attainment of binder-free monoliths with a 

macroporous structure that provides large capacities close to 350 mA·h·g-1 at C/20 with high first 

cycle Coulombic efficiency (92 %) [11]. Many hard carbons have been reported through pyrolysis 

of biomass precursors, which are renewable, abundant, and eco-friendly. The wide range of 

biomass precursors having different microstructures and chemical compositions that can directly 

determine the structure/morphology of the derived carbon materials opens infinite possibilities to 

the synthesis of hard carbons with different properties. Besides, the biomass materials often 

contain some heteroatoms (e.g., O, N, S, and P), thus the derived carbon materials doped with 

these heteroatoms can be directly obtained by carbonizing treatment. The use of non-edible wastes 

as carbon precursors such as pomelo peels, corn cobs, peanut shells, etc. [30] have become 

interesting. For instance, shaddock peels, which have highly cross-linked and non-crystalline 

hemicellulose can form non-graphitic carbon that delivers up to 430 mA·h·g-1 of reversible 

capacity (at 30 mA·g-1) with 69 % of the first cycle Coulombic efficiency and good rate 

performance [50]. Peanut shells that are lignin-based, also have a cross-linked structure can be 

transformed into hard carbons delivering a capacity of 298 mA·h·g-1 with high capacity retention 

(98% after 300 cycles at a low current rate of 0.1 C) [51].  
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CHAPTER TWO 

2.0 First-Principles Calculations 

All the results in this thesis were based upon the first-principles calculations. The first principles 

method or Ab initio is a method that requires only basic properties such as atomic radius, number 

of electrons, nuclear-charge density, and so on as inputs. These initial inputs together with 

fundamental scientific rules can produce the true state of a physical system without the assistance 

of any empirically adjustable parameter. In this Chapter, two kinds of the first principles 

calculations; the density functional theory (DFT) and the hybrid functional methods, will be 

presented in Section 1 and 2. The last section is dedicated to the nudged elastic band (NEB) method 

for calculations of the activation energy. 

2.1 Density Functional Theory  

One of the main computational tools employed in this thesis is DFT. In DFT, the ground state 

energies of atomic systems are computed from the electron density. Throughout this thesis, DFT 

will be used to compute the lowest energy structures in various systems. The lowest energy 

structures of materials are typically the most interesting from a scientific point of view since they 

are the most likely configurations in which to find a system. In this section, the theoretical basis 

for DFT is presented. In principle, to compute the energy of a collection of atoms, one would solve 

the Schrodinger equation (shown below in its time-independent form): density functional theory 

is the theory, in which properties of many-body systems can be determined by using the functionals 

depending on electron density. The DFT has its origin from Hohenberg-Kohn theorem [28] which 

states that: the external potential 𝑉𝑒𝑥𝑡(𝑟⃗ ) is (to within a constant) a unique functional of ρ(𝑟⃗ ); 

since, in turn 𝑉𝑒𝑥𝑡(𝑟⃗ ) fixes 𝐻̂ we see that the full many particle ground state is a unique functional 
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of ρ(𝑟⃗ ). 𝐹𝐻𝐾[𝜌], the functional that delivers the ground state energy of the system, delivers the 

lowest energy if and only if the input density is the true ground state density.  

 

2.1.1 Kohn-Sham equations  

The time-independent, non-relativistic Schrödinger equation of a physical system consisting of M 

nuclei and N electrons is:  

 𝐻̂Ψ𝑖(𝒙𝟏, 𝒙𝟐, … , 𝒙𝑵, 𝑹𝟏, 𝑹𝟐, 𝑹𝑴) =  𝐸𝑖Ψ𝑖(𝒙𝟏, 𝒙𝟐, … , 𝒙𝑵, 𝑹𝟏, 𝑹𝟐, 𝑹𝑴),              (1)     

where the Hamiltonian   𝐻 ̂is defined as  

 

𝐻̂ = −
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                  ∑ ∑
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𝑅𝐴𝐵

𝑀
𝐵>𝐴

𝑀
𝐴=1 .                                                                             (2) 

The first two terms are the kinetic energy of the electrons and nuclei. The next term represents the 

attractive electrostatic potential between the nuclei and the electrons. The last two terms express 

the repulsive potential produced by the interactions between electrons-electrons and nuclei-nuclei. 

Because the nuclei are much more massive than the electrons, their kinetic energy can be 

approximated to be zero and their potential can be considered as a constant. Hence, we only need 

to pay attention to the electronic Hamiltonian: 

𝐻̂𝑒𝑙𝑒𝑐= −
1

2
∑ ∇𝑖

2𝑁
𝑖=1 − ∑ ∑

𝑍𝐴

𝑟𝑖𝐴

𝑀
𝐴=1

𝑁
𝑖=1  + ∑ ∑

1

𝑟𝑖𝑗

𝑁
𝑗>𝑖

𝑁
𝑖=1 = 𝑇̂ + 𝑉𝑁𝑒 + 𝑉𝑒𝑒        (3) 

According to the Hohenberg-Kohn theorem, three above terms all depends on the electronic 

density ρ(𝑟⃗ ), thus the electronic energy becomes 

 

              𝐸[𝜌] =  𝐸𝑁𝑒[𝜌] + 𝑇[𝜌] + 𝐸𝑒𝑒[𝜌]                                                       (4) 
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Explicit forms of these three terms can be expressed as follows  

                𝐸𝑁𝑒[𝜌] =  ∫ 𝜌(𝒓) 𝑉𝑁𝑒(𝒓)𝑑𝒓,                                                        (5)   

𝐸𝑒𝑒[𝜌] =  𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝜌] + 𝐸𝑛𝑐𝑙[𝜌] =  
1

2
∫∫

𝜌(𝒓𝟏)𝜌(𝒓𝟐)

𝑟12
𝑑𝒓𝟏𝑑𝒓𝟐 + 𝐸𝑛𝑐𝑙[𝜌]       (6) 

where 𝐸ncl[𝜌] is the non-classical contribution as self-interaction correction, exchange and 

Coulomb correlation. The kinetic component can be calculated as the sum of the kinetic energy of 

a non-interacting system with an unknown part. This unknown part will be computed later by some 

approximations. 

           𝑇[𝜌] = 𝑇𝑛[𝜌] + 𝑇𝑢[𝜌] =  −
1

2
∑ ⟨Ψ𝑖⎸∇

2⎸Ψ𝑖⟩
𝑁
𝑖 + 𝑇𝑢[𝜌].                   (7) 

Finally, the electronic energy has the following form:  

𝐸[𝜌] = ∫𝜌(𝒓) 𝑉𝑁𝑒(𝒓)𝑑𝒓 + 
1

2
∫∫

𝜌(𝒓𝟏)𝜌(𝒓𝟐)

𝑟⃗12
𝑑𝒓𝟏𝑑𝒓𝟐 −  

1

2
∑⟨Ψ𝑖⎸∇

2⎸Ψ𝑖⟩

𝑁

𝑖

+ 𝐸𝑋𝐶[𝜌],                                                                                                                   (8) 

in which the exchange-correlation function, 𝐸𝑋𝐶[𝜌] =  𝐸𝑛𝑐𝑙[𝜌] + 𝑇𝑢[𝜌], is the only unclear 

part that needs further investigation.  

After applying the variational principle, the obtained equations are the Kohn-Sham equations: 

                                    

 (−
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                                              𝑉𝑠(𝒓𝟏) = ∫
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2.2 Exchange-correlation functions  

2.2.1 The local density approximation (LDA)  

The idea of local density approximation [29,30] is that electrons in a solid behave like a uniform 

gas. In this model, the exchange-correlation energy density, 𝜀𝑋𝐶(𝜌(𝒓)), at each point is assumed 

to be the same as in a homogeneous electron gas. For spin-unpolarized system, the exchange-

correlation energy has the following form:  

𝐸𝑋𝐶
𝐿𝐷𝐴[𝜌]  =  ∫ 𝜌(𝒓)𝜀𝑋𝐶(𝜌(𝒓))𝑑𝒓      (11) 

The quantity 𝜀𝑋𝐶(𝜌(𝒓)) can be split further into exchange and correlation contributions,  

 

                𝜀𝑋𝐶(𝜌(𝒓)) =  𝜀𝑋(𝜌(𝒓)) + 𝜀𝐶(𝜌(𝒓)).    (12) 

The exchange part of the uniform electron gas, 𝜀𝑋(𝜌(𝒓⃗ )), was derived by Bloch and Dirac as  

 

                                             𝜖𝑋 = −
3

4
(
3𝜌(𝒓)

𝜋
)

1
3
.    (13) 

The correlation energy density can be obtained by highly accurate numerical quantum Monte-

Carlo simulations [31]. For the spin-polarized system, the total exchange-correlation energy can 

be written as,  

 

         𝐸𝑋𝐶
𝐿𝐷𝐴[𝜌↑, 𝜌↓] =  ∫ 𝜌↑(𝒓)𝜀𝑋𝐶(𝜌↑(𝒓)) + 𝜌↓(𝒓)𝜀𝑋𝐶(𝜌↓(𝒓))𝑑𝒓.  (14) 

The exchange part is known in terms of the spin-unpolarized functionals: 

 

                           𝐸𝑋[𝜌↑, 𝜌↓] =  
1

2
(𝐸𝑋(2𝜌↑) + 𝐸𝑋(2𝜌↓)),    (15) 
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in which 𝜌↑, 𝜌↓ denote for the up-spin and down-spin densities, respectively. The spin-dependent 

correlation energy is a function of two variants: the electronic density and the relative spin-

polarization as well,  

 

                                        𝜁 =  
𝜌↑ −𝜌↓

𝜌↑ +𝜌↓
.      (16) 

The correlation energy 𝐸𝐶[𝜌, 𝜁] is constructed to interpolate extreme values 𝜁 = 0,±1.  

Because the non-homogeneity of electronic density is ignored, the LDA method gives many errors, 

such as underestimating the atomic ground-state energy, overestimating the binding energy, and 

wrongly predicting the energy gap of semiconductors.  

2.2.2 The generalized gradient approximation (GGA)  

The improvement of GGA compared to LDA is the addition of the gradient of the charge density, 

∇𝜌(𝑟⃗ ) to explain for the non-homogeneous electron gas in the real solid. One of the most widely 

used GGAs is in the form proposed by Perdew, Burke, and Enerhof [32] (PBE) which was used in 

the calculation of amorphous carbon models system; hence, only the PBE functional is presented 

in this Section. The exchange-correlation energy can be written as  

 

                    𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌↑, 𝜌↓] =  ∫ 𝑓(𝜌↑, 𝜌↓, ∇𝜌↑

, ∇𝜌↓
) 𝑑𝑟⃗ .   (17) 

The explicit form for correlation energy is [33]  

 

                   𝐸𝐶
𝐺𝐺𝐴[𝜌↑, 𝜌↓] =  ∫ 𝜌[𝜀𝐶

𝐿𝐷𝐴(𝑟⃗𝑠, 𝜁) + 𝐻(𝑟⃗𝑠, 𝜁, 𝑡)]𝑑𝑟⃗ ,  (18) 

where 𝑟⃗𝑠 is the local Seitz radius 𝜌 =  
3

4𝜋𝑟𝑠
3 = 

𝑘𝐹
3

3𝜋2 and t=|∇n|2φ𝑘𝑠𝑛 is a dimensionless density 
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gradient.  

The function H was constructed to satisfy three conditions: H is given by its second-order gradient 

expansion in the slowly varying limit, H must approach −𝜀𝐶
𝑢𝑛𝑖𝑓

 in the rapidly varying limit, the 

correlation energy must be a constant under uniform scaling to the high-density limit. Hence, the 

formula for H function can be written as 

 

           𝐻 = (𝑒
2

𝑎0
⁄ ) 𝛾𝜑3 ln [1 + 

𝛽

𝛾
𝑡2 (

1+𝐴𝑡2

1+𝐴𝑡2+ 𝐴2𝑡4
)],   (19) 

 

           where A= 
𝛽

𝛾
 {𝑒𝑥𝑝 [

−𝜀𝐶
𝑢𝑛𝑖𝑓

𝛾𝜑3𝑒2

𝑎0
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−1

. 

The GGA for the exchange energy can be written as  

 

                     𝐸𝑋
𝐺𝐺𝐴 = ∫ 𝜌𝜀𝑋

𝐿𝐷𝐴 (𝜌)𝐹𝑋(𝑠)𝑑𝒓.     (20)  

The formula of the function 𝐹𝑋(𝑠) that satisfies all requirements is  

 

 𝐹𝑋(𝑠) = 1 + 𝑘 −
𝑘

1+
𝜇𝑠2

𝑘

,    (21) where k=0.804.  

2.2.3 LDA+U  

Because LDA and GGA methods are built from the orbital-independent potentials, they fail to 

describe strongly correlated systems containing the transition metal or rare-earth metal ions with 

partially filled d or f shells. To overcome this, several methods such as the Hatree-Fock method 

[34], GW approximation [35], the self-interaction correction (SIC) method [36], and LDA+U 
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method [37] were proposed to incorporate the strong electron-electron correlations between d and 

f electrons. The total energy in the LDA+U method is given as:  

 

             𝐸𝐷𝐹𝑇+𝑈 = 𝐸𝐷𝐹𝑇 + 𝐸𝑈 = 𝐸𝐷𝐹𝑇 + 𝐸𝐻𝑢𝑏 − 𝐸𝑑𝑐 ,    (22) 

where 𝐸𝐻𝑢𝑏 is the corrective Hubbard functional and 𝐸𝑑𝑐 is the double-counting energy of the same 

electronic interactions. The simplified form for the total corrective energy is written as  

            𝐸𝑈 = 𝐸𝐻𝑢𝑏 − 𝐸𝑑𝑐 = ∑
𝑈𝐼

2𝐼,𝜎 𝑇𝑟⃗[𝑛𝐼𝜎(1 − 𝑛𝐼𝜎)],   (23) 

where 𝑛Iσ is the occupation matrix and U is determined by the effective on-site electronic 

interaction. U can be calculated from the linear-response theory [38]. At a higher level, the 

corrective energy is constructed from the extended Hubbard model with the on-site and inter-site 

electron interactions [39]. The total energy in this model is given as 

      𝐸𝐷𝐹𝑇+𝑈+𝑉 = 𝐸𝐷𝐹𝑇 + ∑
𝑈𝐼

2𝐼 𝑇𝑟⃗[𝑛𝐼(1 − 𝑛𝐼)] − ∑
𝑉𝐼𝐽

2𝐼𝐽 𝑇𝑟⃗(𝑛𝐼𝐽𝑛𝐽𝐼),  (24) 

where 𝑛
𝑚,𝑚′
𝐼𝐽𝜎

 =  ∑ 𝑓𝑘,𝑣⟨𝜙𝑚
𝐼 |Ψ𝑘𝑣

𝜎 ⟩⟨Ψ𝑘𝑣
𝜎 |𝜙

𝑚′
𝐽

⟩𝑘,𝑣  and I, J are distinct atomic sites.  

2.3 Beyond DFT -Hybrid Functional Methods  

This group of methods is called “hybrid functionals” because they are the combinations of the 

orbital-dependent Hartree-Fock (HF) and an explicit density functional with different ratios. Up to 

now, these functionals are the most accurate methods for the calculation of exchange-correlation 

energy. These methods are successful partially thanks to the use of the HF exchange energy [40]. 

The hybrid functionals provide better formation energies of small molecules, accurate results of 

band gaps, and band structures. Several hybrid schemes origin from the adiabatic connection 

formula for the exchange-correlation energy [41]:  
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 𝐸𝑋𝐶 = ∫ 𝑈𝑋𝐶
𝜆1

0
𝑑𝜆,      (25) 

where 𝑈𝑋𝐶
𝜆 = ⟨Ψ𝜆|𝑉𝑒𝑒|Ψ𝜆⟩ − 

1

2
∫∫

𝜌(𝒓𝟏)𝜌(𝒓𝟐)

|𝒓𝟏−𝒓𝟐|
𝑑𝒓𝟏𝑑𝒓𝟐 and 𝜆 is an interelectronic coupling-

strength parameter. This formula connects the non-interacting Kohn Sham reference system (𝜆=0) 

to the fully-interacting real system (𝜆=1) [42]. There are a lot of hybrid functionals that have been 

built to solve some specific problems. However, in the limit of this thesis, three functionals are 

presented: PBE0 -the basic functional, B3LYP -the most commonly used functional, and HSE06 

-the functional that was used in our calculation.  

 

2.3.1 PBE0 functional  

The PBE functional is the combination of the ACM0 model and the PBE GGA and does not 

contain any adjustable parameter [43]. The exchange-correlation energy in PBE0 scheme is 

computed by the following formula  

 𝐸𝑋𝐶
𝑃𝐵𝐸0 = 𝑎𝐸𝑋

𝐻𝐹 + (1 − 𝑎)𝐸𝑋
𝑃𝐵𝐸 + 𝐸𝐶

𝑃𝐵𝐸 ,    (26) 

where 𝐸𝑋
𝐻𝐹is the exchange energy in the Hartree-Fock model, 𝐸𝑋

𝑃𝐵𝐸and 𝐸𝐶
𝑃𝐵𝐸 are the exchange and 

correlation energies in PBE GGA method, respectively, and 𝑎 =
1

4
 is determined by the 

perturbation theory. The nonlocal Fock exchange energy is given as,  

 𝐸𝑥 = −
𝑒2

2
 ∑ 2𝑤𝑘𝑘𝑛,𝑞𝑚 𝑓𝑞𝑚 × ∫ ∫𝑑3𝒓𝑑3𝒓′ 𝝓𝒌𝒏(𝒓)

∗ 𝝓𝒒𝒎
∗ (𝒓′)𝝓𝒌𝒏(𝒓′)

|𝒓−𝒓′|
,  (27) 

where 𝝓kn(𝒓) is a set of one-electron Bloch states of the system and 𝑓kn is the corresponding set 

of occupation numbers. The sums over k and q run overall k-points and the sums over m and n run 

overall occupied bands. The PBE0 functional shows its strength in calculations of molecular 

structures and properties along with the whole periodic table. Furthermore, this model can be 
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applied to very large systems due to the linear scaling implementations.  

2.3.2 B3LYP functional  

The B3LYP model was proposed by Axel D. Becke in 1993 [44,45]. It is the combination of the 

Becke88 exchange part and the Lee-Yang-Parr correlation part. The explicit formula is written as:  

𝐸𝑋𝐶
𝐵3𝐿𝑌𝑃 = 𝐸𝑋𝐶

𝐿𝐷𝐴 + 𝑎0(𝐸𝑋
𝐻𝐹 − 𝐸𝑋

𝐿𝐷𝐴) + 𝑎𝑥(𝐸𝑋
𝐺𝐺𝐴 − 𝐸𝑋

𝐿𝐷𝐴) + 𝑎𝑐(𝐸𝐶
𝐺𝐺𝐴 − 𝐸𝐶

𝐿𝐷𝐴), 

(28) where 𝑎0 = 0.20, 𝑎𝑥 = 0.72, 𝑎𝑛𝑑 𝑎𝑐 = 0.81. 

Several tests of B3LYP on geometrical parameters, bond length, barrier heights, thermochemistry, 

and ionization potential have been made. Recently Riley et al. [46] compared the determination of 

bond lengths of six functionals (Slater, SVWNV, BLYP, B3LYP, and c-SVWNV); the results gave 

the remarkable plus of B3LYP that it provides the best outputs. Similarly, the efficiency of barrier-

height calculations for 23 reactions was checked using 37 density functionals by Riley et al. [47], 

B3LYP was the second-best method for this computation. However, for the thermochemistry 

performance, a comparison done by Schultz et al. [48] shows that B3LYP of which result accuracy 

was ranked 27th out of the 42 functionals cannot perform the calculations of atomization energies 

well. Another drawback of B3LYP model is its ability to simulate the ionization potentials. The 

work done by Zhao et al. [49] obtained the second-worst results from B3LYP for the ionization 

potentials of a dataset comprising six atoms and seven molecules. Although B3LYP demonstrates 

some disadvantages, due to its availability to various chemical systems, this method is the most 

used of all functionals [50]. 
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2.3.3 HSE functional  

HSE functional was proposed by J. Heyd, G. E. Scuseria, and M. Ernzerhof (HSE) in 2003 [51]. 

This hybrid functional is based on a screened Coulomb operator for the exchange interaction. It 

makes the exchange hole localized among the near neighbors of a reference point, but not beyond. 

The idea of this model originates from the separation of electron-electron interaction into two parts, 

short-range and long-range interactions [52-55].  

  
1

𝑟𝑖𝑗
 ≡  

𝑒𝑟𝑓(𝜇𝑟𝑖𝑗)

𝑟𝑖𝑗
+ 

𝑒𝑟𝑓𝑐(𝑟𝑖𝑗)

𝑟𝑖𝑗
,      (29) 

where 
𝑒𝑟𝑓(𝜇𝑟𝑖𝑗)

𝑟𝑖𝑗
 is the long-range and 

𝑒𝑟𝑓𝑐(𝑟𝑖𝑗)

𝑟𝑖𝑗
 is the short-range?  

The exchange term in the PBE0 model is split into short-and long-range components:  

 

 𝐸𝑋
𝑃𝐵𝐸0  = 𝑎𝐸𝑋

𝐻𝐹,𝑆𝑅(𝜔) + 𝑎𝐸𝑋
𝐻𝐹,𝐿𝑅(𝜔) + (1 − 𝑎)𝐸𝑋

𝑃𝐵𝐸,𝑆𝑅(𝜔) + 𝐸𝑋
𝑃𝐵𝐸,𝐿𝑅(𝜔) −

𝑎𝐸𝑋
𝑃𝐵𝐸,𝐿𝑅(𝜔)          (30) 

 

Because numerical test indicates that the HF and PBE long-range exchange parts cancel each other 

and have a very small contribution they are neglected in the energy calculation. Thus, the HSE 

functional has the form of:  

𝐸𝑋𝐶
𝜔𝑃𝐵𝐸ℎ = 𝑎𝐸𝑋

𝐻𝐹,𝑆𝑅(𝜔) + (1 − 𝑎)𝐸𝑋
𝑃𝐵𝐸,𝑆𝑅(𝜔) + 𝐸𝑋

𝑃𝐵𝐸,𝐿𝑅(𝜔) + 𝐸𝐶
𝑃𝐵𝐸, (31) 

where ω is an adjustable parameter governing the extent of short-range interactions. When ω=0, 

the HSE functional becomes the PBE0, and when ω→∞, the HSE tends to reach the PBE form. 

From the HSE form in Eq. 2.29, two functionals HSE03 and HSE06 were derived. The only 

difference between the two forms is the ω value. In HSE03, ω=0.15𝑎0−, while in HSE06, ω has 
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two values, ω=0.15/√2 for Hartree-Fock and ω=0.15×2 /3 for the PBE part [56]. The HSE 

functional shows the accuracy, performance comparable to the best hybrid methods, such as 

B3LYP and PBE0. Especially, in the computational point of view, this model shows better 

efficiency. It can provide significant reductions in computational effort. Furthermore, it can be 

applied to a variety of chemical systems.  

2.4. Nudged Elastic Band Method  

Nudged elastic band (NEB) is a method to find a minimum energy pathway (MEP) between a pair 

of stable states [57]. In this method, a string of images is used to describe a reaction pathway. To 

keep spaces between images equal along the reaction path, those images are connected by spring 

forces. To start the NEB calculation, an initial pathway between initial and final states must be 

chosen; typically, a linear pathway is sufficient. Two forces that exert on the images to pull them 

into relaxation points are potential force acting perpendicular to the band and spring force acting 

along the band. The NEB force exerting on the i-th image is  

 𝑭𝑖
𝑁𝐸𝐵 =  𝑭𝑖

⊥  +  𝑭𝑖
𝑆∥

,  (    (                            (      (32) 

where 𝐹𝑖
⊥   is the perpendicular force due to the potential 

                            𝑭𝑖
⊥  =  −∇(𝑹𝑖) + ∇(𝑹𝑖). 𝝉̂𝑙𝝉̂𝑙 

and 𝑭𝑖
𝑆∥ is the spring force,  

                             𝑭𝑖
𝑆∥ = 𝑘(|𝑹𝑖+1 − 𝑹𝑖|  −  |𝑹𝑖 − 𝑹𝑖−1|)𝝉̂𝑙 
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Fig 2. 1 Forces acting on the i-th image are described in detail. The nudged elastic band force 𝑭𝒊
𝑵𝑬𝑩 is 

made up of two forces: the spring force 𝑭𝒊
𝑺∥ lying along the tangent 𝝉̂𝑙 and the potential force 𝑭𝒊

⊥  acting 

perpendicular to the band. (D. Sheppard, R. Terrell, and G. Henkelman J. Chem. Phys. 128 (2008) 134106) 

 

It is important to find the saddle point because the difference between the saddle-point energy and 

initial-state energy is the reaction barrier and by minimizing the saddle point, the MEP can be 

obtained. The saddle point can be found efficiently by two steps: the first step is to optimize an 

NEB calculation and the second step is to do a min-mode following saddle point search. Another 

method to find the saddle point is the climbing-image (CI-NEB). By a reflection in the force along 

the tangent, the highest energy image l with zero total spring force climbs to the saddle point.  

𝐹𝑙
𝐶𝑙 = 𝐹𝑙 − 2𝐹𝑙𝝉̂𝑙𝝉̂𝑙.         (33) 

 

2.5. Plane Wave Basis Set  

A PW basis set for states of wave vector k is defined as 

⟨𝑟⃗|𝒌 + 𝑮⟩ =  
1

√ΝΩ
𝑒𝑖(𝒌+𝑮).𝒓,

ℏ2

2𝑚
|𝒌 + 𝑮|2 ≤ 𝐸𝑐𝑢𝑡     (34) 

Ω = unit cell volume, NΩ = crystal volume, Ecut = cutoff on the kinetic energy of PWs (to have a 
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finite number of PWs!). The PW basis set is complete for 𝐸𝑐𝑢𝑡 →∞ and orthonormal: 

⟨𝑘 + 𝐺|𝑘 + 𝐺′⟩ = 𝛿𝐺𝐺′ 

The components on a PW basis set are the Fourier transform: 

|𝜓𝑖⟩ =  ∑ 𝑐𝑖,𝑘+𝐺𝐺 |𝑘 + 𝐺⟩        (35a) 

𝑐𝑖,𝑘+𝐺 = ⟨𝑘 + 𝐺|𝜓𝑖⟩ =  
1

√ΝΩ
∫𝜓𝑖(𝒓)𝑒

−𝑖(𝑘+𝐺).𝒓𝑑𝒓 =  𝜓𝑖̃(𝑘 + 𝐺). |  (35b) 

Since PWs are not practical basis set for electronic structure calculations for instead from simple 

Fourier analysis: length scale δ → Fourier components up to q ∼ 2π/δ. In a solid, this means ∼ 

4π
(2𝜋

𝛿⁄ )
3
 

3Ω𝐵𝑍
PWs (volume of the sphere of radius q divided by Ω𝐵𝑍 =

8𝜋3

Ω
,  volume of the Brillouin 

Zone). Estimate for diamond: 1s wavefunction has δ≃ 0.1 𝑎. 𝑢. , Ω =  
(2π)3

(
𝑎0

3

4
⁄ )

 with lattice parameter 

a0 = 6.74 a.u. → 250, 000 PWs! Hence not practical therefore We need to: 

• get rid of core states 

• get rid of orthogonality wiggles close to the nucleus  

To achieve the above, we need a pseudopotential (PP)  

2.6. Pseudopotential 

It is a smooth effective potential that reproduces the effect of the nucleus plus core electrons on 

valence electrons. Smoothness and transferability are the relevant keywords: 

 • We want our pseudopotential and pseudo-orbitals to be as smooth as possible so that expansion 

into plane waves is convenient (i.e. the required kinetic energy cutoff is small) 

 

• We want our pseudopotential to produce pseudo-orbitals that are as close as possible to true (“all-



34 
 

electron”) orbitals outside the core region, for all systems containing a given atom (in the fig 2.2: 

all-electron and pseudo-orbitals for Si). Of course, the two goals are usually conflicting! 

Pseudopotentials have a long story: let’s start from the end. 

 

 

 

 

 

 

 

 

 

2.6.1 Projector-Augmented Wave (PAW) 

Let us look for a linear operator 𝑇̂ connecting all-electron orbitals |𝜓𝑖⟩ to pseudo-orbitals  |𝜓̃𝑖⟩ as 

in: |𝜓𝑖⟩ = 𝑇̂|𝜓̃𝑖⟩. Pseudo-orbitals will be our variational parameters. We write the charge density, 

energy, etc. using pseudo-orbitals and 𝑇̂ instead of all-electron orbitals. The operator 𝑇̂can be 

defined in terms of its action on atomic waves (i.e. orbitals at a given energy, not necessarily 

bound states): 

• |𝜙𝑙⟩: set of atomic all-electron waves (bound or unbound states) 

• |𝜙̃𝑙⟩: a corresponding set of atomic pseudo-waves. Beyond some suitable “core radius” 

𝑅𝑙 , 𝜙̃𝑙(𝑟⃗) =  𝜙𝑙(𝑟⃗);  for 𝑟⃗ < 𝑅𝑙 , 𝜙̃𝑙(𝑟⃗) are smooth functions. 

Fig 2. 2 Pseudopotential showing all electrons in star (*) and pseudo-electrons in line [40]. 
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If the above sets are complete in the core region, the operator 𝑇̂can be written as 

                        |𝜓𝑖⟩ = 𝑇̂|𝜓̃𝑖⟩ = |𝜓̃𝑖⟩ + ∑ (|𝜙𝑙⟩ − |𝜙̃𝑙⟩)𝑙  ⟨𝛽𝑙|𝜓̃𝑖⟩    (36) 

where the 𝛽𝑙 “projectors” are atomic functions, having the properties ⟨𝛽𝑙|𝜙̃𝑚⟩ =  𝛿𝑙𝑚 

and 𝛽𝑙(𝑟⃗) = 0 for 𝑟⃗ > 𝑅𝑙  

The pseudopotential itself is written as a nonlocal operator 𝑉,̂ in terms of the 𝛽𝑙 projectors: 

 

𝑉̂ =  𝑉𝑙𝑜𝑐(𝑟⃗) + ∑ |𝛽𝑙⟩𝑙𝑚 𝐷𝑙𝑚⟨𝛽𝑚|        (37) 

  (𝑉𝑙𝑜𝑐 contains the long-range Coulomb part  −𝑍
𝑒2

𝑟
). 

2.6.2 Type of pseudopotential 

2.6.2.1 Norm-conserving: 

+ are simple to generate and to use. Theory and methodological improvements are invariably 

implemented first (and often only) for norm-conserving PPs. 

– are relatively hard: core radii Rl cannot exceed by much the outermost maximum of the valence 

atomic orbitals, or else the loss of transferability is large. For some atoms: 2p elements C, N, O, 

F, 3d transition metals, 4f rare earth, this restriction may lead to very high plane-wave cutoffs (70 

Ry and up). 

– do not give any sensitive information about the orbitals close to the nucleus (all-electron orbitals 

can be “reconstructed” using the PAW transformation). This is usually your first choice and 

starting point. 
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2.6.2.2 Ultra-soft: 

+ can be made smooth with little loss of transferability: core radii Rl can be pushed to larger values, 

even for “difficult cases”. Cutoffs of 25 to 35 Ry are usually good for most cases. Note that you 

may need a second FFT grid for augmentation charges, with typical cutoff 8÷12× orbital cutoff 

(instead of 4) 

- are not simple to generate: the pseudization of augmentation charges is often a source of trouble 

(e.g. negative charge) 

- introduce additional terms in the formalism: some property calculations may not implement 

– give even less information about the orbitals close to the nucleus (all-electron orbitals can be 

“reconstructed”) 

Ultra-soft PPs are typically used in all cases where norm-conserving PPs are too hard: C, N, O, F, 

3d elements, “semi core” states 

 

 

 

 

 

2.6.2.3 Projector- Augmented Wave (PAW) 

It’s most transferrable, even for atoms that are “difficult” for Ultrasoft PPs (e.g.magnetic 

materials): accuracy is comparable to all-electron techniques (e.g. FLAPW). It gives information 

about the orbital close to the nucleus, as complex to generate as Ultrasoft PPs, introduces even 

more additional terms in the formalism: some property calculations may not implement. There is 

a few more aspect to be considered in the choice of a pseudopotential: 

Fig 2. 3 Norm-conserving and semi core states pseudopotential 
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• PPs are bound to a specific XC functional, at least in principle. Exception: Hybrid, nonlocal 

(vdW-DF), meta-GGA functionals, for which very few (or no) PPs are available. Typically, PPs 

computed from the most similar GGA are used instead. 

• The distinction between “core” and “valence” electrons is not always clear-cut. In some cases, 

you may need to extend “valence” to include the so-called semi core states to achieve better (or 

less lousy) transferability. E.g.: 3d states in Zn and Ga; 3s and 3p states in 3d transition metals Fe, 

Co, Ni. 

The inclusion of semi core states adds considerable complexity to both the generation and the 

practical usage of a PP: to be done only if need be. There are many ready-to-use PPs tables around, 

but there is not a single standard PP file format: each code has its format. 

 

 

 

 

 

 

 

 

 

 

 

  

 Fig 2. 4 schematic for self-consistency calculation on Density Functional Theory (DFT) 
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CHAPTER THREE 

3.0 METHODOLOGY 

3.1 COMPUTATIONAL METHODS 

We used Quantum Espresso ab initio simulation package with the projected-augmented-wave 

(PAW) method and the GGA/PBE functional [40-42] of the exchange-correlation energy of 

electron for first-principles calculations presented here to get insights into superior sodium-ion 

storage performance of the porous carbon. The energy cutoff on PW bases was set at 400 eV, and 

the threshold of self-consistency convergence was set to 1x10-8 eV and that enforce at 0.01 eV Å-

1 in structured relaxation. In the computations, integrating into the unit cell of reciprocal space was 

sampled at gramma point for supercell electronic smearing of occupation numbers of electronic 

states (σ = 0.2eV) was used.; cell shape and volume were kept fixed. Projected electronic densities 

of states were obtained from the Kohn-Sham wavefunctions by projection onto local orbitals of 

valence s and p states. In this study, DFT was employed to calculate the adsorption energy or 

binding energy of an atom in the host material. However, the adsorption energy informed us of 

how many numbers of the atoms will be stored in the structure. Therefore, sodiation and lithiation 

EM(x) energies were defined to evaluate how many metals (Na, Li, and Mg) Na atoms can be stored 

within the porous carbon structure at low without considering the effects of the temperature and 

entropy. The energetics of Na, Li, and Mg insertion in the porous carbon structure were computed 

based on the binding energies per Na, Li, and Mg atoms Eb 

Eb = 
𝐸𝑆−𝑀−𝐸𝑆−𝑋𝐸𝑀

𝑋
,       (38) 

Where E(S-M) is the energy of the porous carbon intercalating x M (M= Na, Li, Mg) atoms within 

it, ES is the energy of porous structure, and EM is the cohesive energy of bulk metal per atom (Na, 
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Li, Mg).  An average adatom intercalation potential can be obtained directly from the differential 

of the adsorption energy and the cohesive energy of the metal (Na, Li, Mg) from  

 

Vave  =−
𝐸(𝑏)−𝐸(𝑀𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒)

𝑥.𝑒
,      (39) 

 

Where E(b) is the binding/adsorption energy per atom inserted, E(Mcoshesive) is the cohesive energy 

of M (M = Na, Li, Mg), x is the number of adatom and e is the electron charge. 

Ideally, Gibbs's free energy (Gx =   ΔE + PΔV – TΔS) should be used in the calculation of average 

voltage. However, since PΔV and TΔS are typically negligible compared to the energy term ΔE, 

we only consider the energy in our analysis. 

Anode capacity is a measure of charge that can be stored in a material and it is an important 

parameter to evaluate the performance of storage devices. Here, we focus on the specific capacity 

which is more useful in studies of materials. The theoretical specific capacity C of an electrode is 

estimated using: 

C = 
𝑛𝑖𝑁𝐴𝑛𝑒𝑒

𝑀
,       (40) 

Where ni is the number of intercalated ions, NA is the Avogadro constant, ne is the valence of an 

ion, e is the electric charge of an electron, and M is the molar mass of the structural model. 

 

3.2 STRUCTURAL MODEL OF POROUS CARBON 

We use a method of expanded lattice constant approach. Motivated by its extensive use in studies 

of amorphous materials [1]. In our initial application, we noticed that yields porous structures when 

used at low densities. Hence, we decided to systematize our procedure by expanding the diamond 

lattice in three directions to match the density of porous carbon. This was done by considering a 
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cubic unit cell of edge length a; all the sides were expanding by a factor n1/3 which will 

correspondingly increase the inter-atomic distances and the volume will become a 3n. If n is larger 

than 1 the final density will be smaller than the initial. 

In dealing with the ab initio simulation of porous carbon the following procedure was carried out. 

We first considered the conventional cubic unit cell of diamond structure with periodic boundary 

conditions containing 8 atoms, a = 4.543 Å Then the volume of the unit cell was doubled by 

increasing the cell edge a to 21/3a and the interatomic distances increased accordingly. Since the 

structure obtained in this manner is unstable, we performed optimization calculation after 

distorting the structure internally using the eigenvector of the unstable modes in a 2x2x2 supercell 

(Fig 3.1a) containing 64 atoms optimized lattice constant are a = 9.086 Å, 8.835 Å, 8.6095 Å with 

densities of 1.702 g/cm3, 1.85 g/cm3 and 2.0 g/cm3 respectively.  

 

  

Fig 3. 1(a) unit cell of a diamond structure (b) 2x2x2 supercell of internally distorted diamond 

structure 
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Fig 3. 2model structure of Porous carbon of densities (a) 1.70 g/cm3, (b) 1.85 g/cm3 and (c) 2.0 

g/cm3 after DFT calculations 

 

 

 

Fig 3. 2a Electronic structure of the modeled porous carbon showing that the porous carbon is a 

P-type semiconductor where holes are contributing to the conductivity of the modeled structure 

Fig 3. 2b3 The density of state for the modeled porous structures is localized near EF indicate that 

electron hopping between localized state is required. 

  

(c) (b) (a) 
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CHAPTER FOUR 

 

4.0 RESULTS AND DISCUSSION 

4.1 Porous carbon structure  

Three model periodic structures of porous carbon structures we generated in this work at the 

densities of 1.70, 1.85 and 2.0 g/cm3 are shown in Fig.3.2 b-c. We considered these different 

structures to ensure that our results are not sensitive to a choice of particular structure generated 

using our method. The bond length distribution shown in Fig.4.2 is in good agreement with that 

obtained from the neutron diffraction experiments reported [53]. All the three-model structure of 

porous carbons have sp3 carbon fraction of approximately 50% in agreement with amorphous 

structure generated by melting and quenching MD [53]. Their fractional sp3 character is related to 

a coordination number of approximately 3.5. Our model covers a wide parameter space of structure 

and densities as seen in fig.3.2a-c, we have 3, 4, 5, 6, 7 rings which is a measure for structural 

order [54]. The 50% fraction of sp2 hybridized bonding in our structures makes it easy for a metal 

atom to intercalate into the porous material. Using POREBLAZER 3.0.2 software we obtained 

insight into the nature of the pores in the three structural model shows that our structure contains 

a channel with disorder edges into which metal atoms (Na, Li, Mg) can easily   intercalate. 

The bond distribution analysis (BDA) of nano porous carbon obtained by the expanding lattice 

method was done using Avogadro’s software from the analysis we found that our model structures 

has three prominent peaks and a well-defined minimum between the first and the second peak; the 

distance at the minimum is the value used to define a bond between nearest neighbors. When one 

looks at the first peak of the carbon BDA in more detail (Fig.4.2) the following features appear. 
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There are three peaks that may be associated to three different bonding states: single bonds (1.45 

Å), with respect to the crystalline diamond-like value of 1.54 Å, but close to the interatomic 

distance in graphite,1.41 Å; double bonds at 1.35 Å, to be compared with 1.34 Å for C=C; triple 

bonds at 1.15 Å, to be compared with 1.20 Å for C≡C [6]. The number of nearest neighbors with 

no multiple bonds, is determined by the corresponding height at r = 1.45 Å, is larger than the rest, 

which indicates that they may be located mainly within the bulk forming graphitic rings, whereas 

the atoms with double bonds and triple bonds are mainly located on the surfaces of the pores since 

the pores are small compared to the backbone. 

  

Fig 4. 1 model structure porous carbon of densities of 1.7 g/cm3 (a), 1.85 g/cm3 (b) and 2.0 g/cm3 

(c) derived from first-principles DFT simulations.  These structures contain both odd and even 

membered rings up to 7-member ring 

 

(a) (b) (c) 
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Fig 4. 2 Distribution of bond length in the model structures of porous carbon having densities 1.7 

g/cm3(a), 1.85 g/cm3(b) and 2.0 g/cm3(c). 

 

4.2 Intercalation energetics of Na, Li and Mg in porous carbon 

Using the optimized porous carbon structures in (Fig.4.1), we determined energetics of insertion 

of metals atoms (Na, Li, Mg) with DFT simulation adding of atoms into the porous structures. Due 

to porous nature of our models and availability of a channel sub structure, we sample several 

configurations generated randomly by adding metal atoms one after another optimizing the 

structure to get the binding energy of the adatoms. Our structural model contains a range of 

structural motifs such as odd-membered rings and open porous which are expected to facilitate 

adsorptions and affect clustering of metals (Na, Li, Mg) atoms. Binding energies of Na, Li and Mg 

in these structures are listed in (Fig. 4.4). It is reported in Ref 53 that the binding energies of Na 

insertion into graphite are +0.76 eV making it thermodynamically unstable hence Na does not 

intercalate into graphite. Amorphization of carbon makes Na insertion thermodynamically 

favorable with most sites in the three-models here showing binding energies stronger than the 

cohesive energy of Na. Thus, porous carbon of this kind can be useful as an anode in Na-ion 

batteries. In Fig. 4.4, we find out that the structural model with a lower density (1.7 g/cm3) has 
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negative binding energy at most of the sites compared to higher densities of 1.85g/cm3 and 2.0 

g/cm3. This is because the sp2/sp3 hybridized bonding reduces at higher densities, which implies 

low Na- intercalation. Hence, a porous carbon with low density is more favorable as an anode in 

Na-ion batteries. Insertion at higher concentration of Na, Li and Mg in the three structural models 

involve a positive binding energy giving a cap on capacity of storage. 

We compare our voltage profiles with experimental observation of approximately 1.2 to 0.1 being 

a sloping region and a plateau region around 0.1 to 0.0 V vs Na resulting to a total capacity of 250 

to 400 mAhg-1 depending on the nature of carbon [54]. Our theoretical estimate of voltages 

associated with insertion of a single atom of Na are consistent 

with the sloping region and threat  

   

Fig 4. 3 Intercalation of Na atoms (blue) into the model structure of porous carbon of density the 

1.70 g/cm3 with increasing Na concentration from 15% weight in (A), 23% weight in (B) and 30% 

weight in (C). Further increase in Na intercalation is seen to result in clustering of Na atoms with 

no contribution of charge storage in the system. 

 

 

 

A B 
C 
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Higher concentration of Na atom in the porous carbon are consistent with the plateau region (Fig. 

4.5) and the observation of Na+ is also consistent with diamagnetic ions seen by NMR [55].  

The Na, Li and Mg adsorption on the models was a calculated. Similar to the Li and Mg atoms 

adsorption, Na adsorption is most stable with 1.7 g/cm3 density model, when one or two Na atoms 

are adsorbed on the surfaces (Fig. 4.3). However, the Na adsorption is much weaker than that of 

the Li and Mg atom. This means that Na adsorption on the edge is not as stable as the Li adsorption 

in higher density porous carbon. When 6 Na atoms are adsorbed on the surfaces, the model with 

density of 1.7 g/cm3 is more stable than Na in 1.85 and 2.0 g/cm3, contrasting with the Li adsorption 

since the radius of the Na atom is larger. When more than 6 Na atoms are adsorbed on the possible 

sites, they get located near the surfaces through other Na atoms and on the hexatomic rings near 

the disorder surface, similar to the case of the Li atoms explain in [55]. The dependence of the 

sodiation energy (ENa) on the number of the adsorbed Na atoms, very similar to that of the Li atom 

adsorption, is shown in Fig. 4.4 The minimum ENa is reached when 10 Na atoms are adsorbed, 

again due to the larger radius of the Na atom.  

In general, the sodiation energy is higher than the lithiation energy due to the weaker interaction 

between the carbon framework and the Na atom compared to Li and Mg atoms, this is seen from 

the positive absorption energy of Na shown in Fig. 4.4  

Similarly, the voltage profile of the Li and Mg is higher than that of Na.  The voltage decays 

sharply in all the three structural models from 3.35 V to 0.38 V when few atoms of Na, Li, and Mg 

are adsorbed, when more than 6 Na, Li and Mg atoms are adsorbed, the voltage curve become flat 

(i.e below 0.38 V). Its minimum is reached when 10 Na atoms are adsorbed. Finally, metallic 

sodium is formed and the voltage becomes very close to zero with 14 Na atoms clustering at the 

surface of the rings structure.  
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There are two opposite interpretations on the sloping and low potential plateau regions of a 

discharge profile of the porous hard carbons as the Li or Na ions can be intercalated in to the micro 

graphene layers and adsorbed on/in the pores, the so-called intercalation ↔ adsorption 

mechanisms. On studying the Li and Na storage performance of pyrolyzed glucose, Dahn et al. 

[55] attributed the high-potential sloping region to the intercalation of the Li or Na ions and the 

plateau region to the adsorption and adsorption/deposition within the micropores. Such recognition 

was later supported by Komaba et al. [44] and Tarascon et al. [45]. More authors, however, 

believed that the sloping region corresponds to the adsorption of the Li or Na ions while the plateau 

is for the ion intercalation and deposition of the metals [46-48]. It seems that each proposed 

mechanism was supported with solid experimental evidence. The above calculations show that, 

depending on the number of Li or Na atoms adsorbed on the surfaces, the discharge (lithiation or 

sodiation) voltage varies in a wide range, covering both the adsorption and intercalation types of 

the Li or Na storage in carbon. Therefore, we believe that it is difficult to judge which part of a 

discharge profile represents the adsorption or intercalation of the Li or Na atoms, simply by the 

shape of the discharge voltage profile alone, though we believe that the sloping region receives 

more contribution from the adsorbed ions [53]. 

   

Fig 4. 4 Energy of binding of Li, Na, and Mg atoms intercalated into the three structural models 

of porous carbon of densities 1.7 (a), 1.85 (b), 2.0 (c) g/cm3 as a function of concentration 

Na(green), Li(blue), Mg(red). 
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Fig 4. 5 Voltage profile of the three structural models of density 1.7 (a), 1.85 (b), and 2.0 (c) g/cm3 

respectively in which Na, Li, Mg atoms have been inserted with their voltages shown as we increase the 

number of atoms Na(green), Li(blue) and Mg(red).  
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4.3 Electronic structure 

Electronic structure was analyzed to understand the insertion of Na, Li, Mg into our structural 

models (Fig. 4.6). Show atomically resolved electronic densities of states (DOS) of Na, Li Mg 

atoms showing data from low to high filling with the present of defect and disorder, carbon systems 

from such simulations exhibits a finite DOS contribution by the metal atoms are all above the fermi 

level. This correspond to an unfilled s valence orbital and therefore to an ionic state in all three 

cases (Na+, Li+, Mg2+). With increasing filling, larger contributions below the Fermi level are seen 

in the projected DOS for the metal atoms. Such mechanism has been previously discussed for Li 

on graphene [54] and Na in a porous carbon model system [54]. Our work based on the same 

porous carbon framework for intercalation of Na, Li and Mg suggests the cross-over from ionic to 

metallic nature to be a universal feature of all three metal species being intercalated into porous 

carbon materials.  

We probed different fillings in the same host structure and computed the partial electronic density 

of states (PDOS) at each stage. Initially, a single inserted Na, Li, and Mg transfers its valence 

charge to carbon framework completely, forming Na+, Li+ and Mg2+ and the 3s orbital of the metal 

atoms remains unoccupied above the Fermi level. With increasing filling, occupied Na, Li and Mg 

levels occur first with a zero, then with a finite partial DOS directly at Fermi level. A closer look 

at the case with largest filling reveals distinct differences between individual Na, Li, Mg sites. 

Indeed, lower Na, Li, Mg charges are observed with increasing occurrence of Na-Na, Li-Li and 

Mg-Mg contacts in the nearest-neighbor shell. 
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6     10     14 

 

 

Fig 4. 6 Electronic densities of states (DOS), computed within DFT and atomically resolved by 

projection onto atomic orbital basis providing electronic picture of ion-C intercalation at various 

degrees of interaction. Projection onto the C atoms (grey) and metal atoms are shown for Na(red), 

Li(blue) and Mg(green) respectively. The fermi level is set E = 0, and indicated by a vertical 

dashed line. (a) is 6 adatoms into our structural model of porous carbon showing that metal atoms 

transfer electronic charge to the porous carbon and become Na+ (top), Li+ (middle) and 

Mg2+(bottom) with no Na, Li and Mg orbital occupancy below the Fermi level. In (b), there is 

weak occupancy of ionic orbital below the Fermi level. As we increase the number of metal atoms 

to 10 (c), there is clustering of the metal atoms and hence no reduction in the state of occupancy 

above the Fermi level except Na (c1) as the number of adatoms increased to 14.  

  a2   

  a3   

  b1   

  b2   

  b3   

  c1   

  c2   

  c3   

  a1   
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CHAPTER FIVE 

5.0 CONCLUSIONS 

Three densities structural models of hard carbon were constructed to understand the Na, Li and 

Mg atom intercalation on the porous carbon. We find that the energies of Na atoms binding at most 

sites are negative for lower density model and positive in all the absorption sites for higher 

densities structural model of 1.85 g/cm3 and 2.0 g/cm3 whereas, that of Li and Mg are negative for 

lower and higher densities. This is because Na atom has a higher ionic radius of 1.02 Å making it 

weakly bind with the structural carbon model framework at higher density compared to 0.76 Å 

and 0.72 Å for Li and Mg respectively. This implies that Na intercalation is thermodynamically 

more stable at low-density porous carbon than at higher density. The adsorption process can be 

divided into two stages, Na bonding with the disorder surfaces of carbons framework, and the 

atom condensation and metal formation. 

Our results fit well with the experimental lithiation or sodiation voltage profiles of the porous hard 

carbons. The calculated adsorption reveals that the clustering of adatoms can exist in the pores as 

long as the discharge potential is low enough. Our estimate of the voltage is higher than the 

experimental values because the solid electrolyte interphase (SEI) which forms between the carbon 

anode and electrolytes during actual charging and discharging cycles were not considered in our 

simulations. Lastly, it is shown that the defected surface ratio plays a key role in the specific Li or 

Na storage capacity of the porous carbon materials. Therefore, by enlarging the area of the defected 

surface and the size of the holes, the Li or Na storage capacity in the anodic pores can be increased. 

To design or synthesis, an anode material for Na ion batteries the density of carbon is very 

important as lower densities provide more void and defected surfaces hence more sodium ion 

https://www.sciencedirect.com/topics/chemistry/condensation
https://www.sciencedirect.com/topics/chemistry/lithiation
https://www.sciencedirect.com/topics/chemistry/carbon-materials
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absorption. Our analysis will help to better understand the Li or Na storage in the porous carbon 

materials and design Li- and Na-storage carbonaceous materials for the Na-ion batteries. 
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